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# Ressourcen

* **Website:** [www.tidymodels.org](http://www.tidymodels.org)
* **Tutorial:** <https://www.tidymodels.org/start/models/> **!!!**
* 4 Videos, die die Grundkonzepte zeigen. <https://www.youtube.com/watch?v=BNC-gcKm0kI>
* <https://emilhvitfeldt.github.io/ISLR-tidymodels-labs/index.html> Tidy models-Ansatz zum statistical learning Buch von James et al.
* <https://www.rebeccabarter.com/blog/2020-03-25_machine_learning/> Blog von Rebecca Barter
* <https://www.tidymodels.org/> Tidymodels Website mit tutorial
* <https://www.tmwr.org/> Zentrale Ressource: Buch von Kuhn und Silge
* <https://towardsdatascience.com/comparative-study-on-classic-machine-learning-algorithms-24f9ff6ab222> Überblick über alle Modelltypen; ihre Vor – und Nachteile, Annahmen und Vergleiche mit anderen zum selben Zweck.
* Companion zum tidymodels Buch: <https://r4ds.github.io/bookclub-tmwr/>

# Grund-Prozedur

Der workflow besteht aus folgenden Schritten (die in den nächsten Kapiteln noch etwas erweitert werden).

* **Schritt 1: Split the data** (🡪 Trainings- und Testdaten, bzw. diverse folds)
* **Schritt 2: Create a recipe** (data preprocessing und model formula)
* **Schritt 3: Specify the model**
  + **Pick the model:** Z.B. lineare Regression oder Regression tree etc.?
  + **Set the engine:** Wahl aus einer zum Modell passenden Collection von Paketen
* **Schritt 4: Fit the data** **/ train the model** (in den Trainingsdaten oder k-1 folds der Trainingsdaten)
* **Schritt 5: Evalute the model** zuerst mit den Trainingsdaten, dann mit den Testdaten

## Split the data

* Für Hintergrund-Infos siehe resampling-[Kapitel](https://www.tidymodels.org/start/resampling/) im Tidymodels Buch
* Zuerst werden die Daten in Training Set und Test Set geteilt. Dabei gibt es zwei Methoden:
  + **Bei größeren Datensätzen** wird der Trainingsdatensatz noch mal in k folds geteilt (kfold cross-validation).
  + **Bei kleinen Datensätzen** gibt es 2 Möglichkeiten:
  + Es bleibt beim simplen Split in Trainings- und Test-Daten (klassischer hold-out Ansatz, auch Train-Test-Only, oder kurz **TT only**). Dabei im gesamten Training Set das Modell gefitted und mit dem Test Set evaluiert. Von allen Varianten der nachteiligste, weil die Performance Metrik durch die Zufälligkeit des Splits in Training und Test Set beeinflusst wird (Details, sie Resampling Kapitel in James et al.)
  + Man zieht aus dem Training Set eine Hand voll Bootrap samples. In denen wird das Modell gefittet, vorzeitig evaluiert („Training performance“) und dann final am Test Set evaluiert. Dieser Ansatz versucht, das kfold CV zu approximieren (mehr zum Unterschied später).
* Das folgende Beispiel wird mit den **Advertising-Daten aus Kapitel 3 in James et al.** durchgeführt

library(ISLR)

advertising\_data <-

read\_csv("https://www.statlearning.com/s/Advertising.csv") %>%

select(-1)

### Kleine Datensätze: „TT only“ und Bootstrapping

* Häufig gibt die Größe der Daten CV nicht her. Die simple Lösung ist daher, das es bei der initialen Teilung in Trainings- und Testdaten zu belassen; das Modell zu fitten und im Test Set zu evalulieren.
* Ein Problem davon ist im James et al. Kapitel über resampling beschrieben: Der initiale Split ist random. Würde man ihn mehrfach durchführen, gäbe es eine Varianz in der performance.
* Es kann daher sein, dass der performance Test durch Glück zu gut oder durch Pech zu schlecht ausieht.
* (Eine Alternative zum simplen TT only-Ansatz ist daher Bootstraping. Dies kommt nach der Beschreibung von CV)

#### Vorgehen beim TT only

* **Initialer Split:** Die Daten werden in zwei Hälften geteilt (Training Set vs. Test Set)

set.seed(123)

advertising\_split = initial\_split(advertising\_data, prop=.5)

* + set.seed(123). Wie jede „Zufallsziehung“ in R ist der Split pseudozufällig—d.h. eine Zufallsziehung wird simuliert. Dies hat den Vorteil, dass man das Zufallsereignis durch sog. „seeds“ wiederholen kann. Da im gesamten workflow mehrere solcher „zufälligen“ Ziehungen durchgeführt werden und diese das Ergebnis (v.a. in kleineren Datensätzen) beeinflussen kann, muss man zumindest die Wiederholbarkeit bestimmen. Die set.seed-Funktion macht das. Die Zahlen sind Startwerte für den Prozess und inhaltlich unbedeutend.
  + prop: Relative Größe der Teildaten
  + Mittels optionalem strata -Argument lässt sich für sicherstellen, dass sie gleiche Verhältnisse in Trainings und Testdaten hat (also z.B. strata = sex)
  + Die Funktion führt nicht wirklich einen split aus—stattdessen speichert sie lediglich die split-Information:

advertising\_split

<Training/Testing/Total>

<100/100/200>

* + Wie man sieht, enthält das Objekt split-Infos—also das N in Trainings- und Testdaten (jeweils N=100) und das Gesamt-N.
* **Aufteilung in TT:** Diese wird mit den Funktionen training() und testing() auf Basis des split-Objekts vorgenommen.

advertising\_train = training(advertising\_split)

advertising\_test = testing(advertising\_split)

### Große Datensätze: kfold crossvalidation

#### Grundlegendes zu Cross-Validation

* Bzgl. CV gibt es ein Grundkonzept, wie es in James et al. oder [Wikipedia](https://en.wikipedia.org/wiki/Cross-validation_(statistics)) beschrieben ist—die Tidymodels-Version weicht etwas davon ab. Die Grundidee ist, die gesamten Daten in k folds zu teilen und anschließend das Modell dann in k-1 folds zu trainieren und im kten validieren. Anschließend wird dies wiederholt mit einem anderen set von folds als Training und einem anderen als validation fold, siehe auch das [Video](https://www.youtube.com/watch?v=rSGzUy13F_0&list=PL5-da3qGB5IA6E6ZNXu7dp89_uv8yocmf&index=2) von Hastie und Tibshirani und die Abb. auf der Wikipedia-Seite.
* Im Tidymodels framework gibt es 2 Abweichungen. Die Abb. im resampling-Kapitel zeigt das:

![](data:image/png;base64,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)

* 1. Hier werden die gesamten Daten zuerst in ein Training Set und ein Test Set geteilt; anschließend wird nur das **Training Set** in k folds geteilt (nicht die gesamten Daten). Das Ziel hierbei ist, einen Teil der Daten vom fitting-procedure völlig abzukoppeln und final zu testen. Dies ist v.a. dann sinnvoll, wenn man mehrere *Modelle* *vergleichen* oder *Hyperparameter tunen* möchte. Die „Metriken“ (MSE, accuracy, ROC etc.), die man in jedem der Assessment-Samples erhebt (und mittelt) dienen bei der Entscheidung. Am Ende wird das Gewinnermodell final an den Testdaten evaluiert. Das ist die Stunde der Wahrheit.
  2. Damit geht auch eine etwas andere (aber präzisere) Begrifflichkeit gewählt (siehe Abb.). An diese werde ich mich im Skript halten. Wie die Trennung in die folds passiert, hängt davon ab, ob man **kfold CV** benutzt, **Monte-Carlo CV** oder **bootstrapping**. Dies erklär ich weiter unten.

#### Durchführung

* **Initialer Split:** Die Daten werden wieder in zwei Hälften geteilt (Training Set vs. Test Set)

set.seed(123)

advertising\_split = initial\_split(advertising\_data, prop=.5)

* + prop: Relative Größe der Teildaten
  + mittels strata-Argument lässt sich für manche Variablen sicherstellen, dass sie gleiche Verhältnisse in Trainings und Testdaten hat (also z.B. strata = sex)
* **Bilden der Trainings- und Testdaten:**

mtcars\_train = training(mtcars\_split)

mtcars\_test = testing(mtcars\_split)

* **kfold Crossvalidation: 5 folds aus dem Trainingsteil machen**

advertising\_cv <- vfold\_cv(advertising\_train, v=5)

# 5-fold cross-validation

# A tibble: 5 × 2

splits id

<list> <chr>

1 <split [80/20]> Fold1

2 <split [80/20]> Fold2

3 <split [80/20]> Fold3

4 <split [80/20]> Fold4

5 <split [80/20]> Fold5

* + Die Analysis vs. Assessment sets addieren sich *in jedem fold* auf das N=100 (durch Zufall ist im ersten fold eine leicht andere Aufteilung)
  + Außerdem sieht man dass die Quelle die Trainingsdaten sind (advertising\_train)
  + Das Ergebnis ist ein tibble, in dem die Sub-Datensatzes genested sind
  + Die jeweils 20 Fälle sind nicht-überlappende Teile des Trainings-Sets. Hier eine Visualisierung: Jede Zeile ist der gesamte Trainings-Datensatz—die weißen Teile (N=80) sind das Analysis Set in dem das Modell trainiert wird während der graue Teil das Assessment Set (N=20)ist, in dem das Modell verwendet wird, um die Performance Metrik zu erhalten.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  |  |  |  |  | Fold1 |
|  |  |  |  |  | Fold2 |
|  |  |  |  |  | Fold3 |
|  |  |  |  |  | Fold4 |
|  |  |  |  |  | Fold5 |

### Bootstrapping als Approximation von CV in kleinen samples

* Wie anfangs beschrieben ist der TT only-Ansatz nicht optimal wegen der randomness dieses einen splits. Daher ist Bootstrapping eine Alternative.
* Dabei werden aus dem Training Set zufällige Ziehungen *mit Zurücklegen* vorgenommen, bis das N des Training Sets erreicht ist. D.h. ein Fall kann mehrfach in einem Analysis Set sein. In das Assessment set kommen dann jeweils immer die Fälle, die es nicht in das Analysis Set geschafft haben („the remainder“).
* Die Folge ist, dass das N in sowohl Analysis als auch Assessment Set höher als beim CV ist. Im Assessment Set werden daher mehr als 1/k (CV).

advertising\_boot = bootstraps(advertising\_train, times = 5)

advertising\_boot

# Bootstrap sampling

# A tibble: 5 × 2

splits id

<list> <chr>

1 <split [100/37]> Bootstrap1

2 <split [100/36]> Bootstrap2

3 <split [100/35]> Bootstrap3

4 <split [100/36]> Bootstrap4

5 <split [100/35]> Bootstrap5

Die erste Zahl sind die gebootstrappten Fälle (mit Zurücklegen)—die zweite die „remainder“—diese bilden dass Assessment Set und werden zur Evaluation herangezogen.

## Create the recipe: Set up the Data and Model Formula

### Zweck des Recipes

* Das Recipe hat zwei Inhalte:

1. **Definieren der model formula**, d.h. des „targets“ (Outcomes) und der Prädiktoren
2. **Data preprocessing**: Standardisieren, Transformieren (z.B. Logarithmieren), Dummy-Bildung etc.

* Dies macht man **nach** dem split in Trainings- und Testdaten, weil sonst die splits unterschiedliche SDs hätten, was beim Standardiseren die Variablen verändert
* Das Recipe stellt somit eine Art „Steuerungsobjekt“ dar, in dem Metadaten gespeichert sind. Auf diese wird dann später beim Training des Modells zurückgegriffen.
* **Beispiel:**

advertising\_rec <- recipe(sales ~. , data = advertising\_train)%>%

step\_normalize(all\_predictors())

* + Erste Zeile ist die formula—hier wird mpg einfach auf alles andere in den Daten regressiert. Alternativ könnte man die Prädiktoren wie gewöhnlich aufzählen (x1+x2+x3)
  + Zweite Zeile ist ein *beispielhafter preprocessing*-Schritt (hier: alle Prädiktoren standardisieren). Neben all\_predictors gibt es weitere handliche Argumente (all\_outcomes, all\_numeric\_predictors, all\_nominal\_predictors etc.). Die Tabelle in Abschnitt 2.2.3 enthält die wichtigsten step-artigen Preprocessing-Möglichkeiten. Meine Standard steps sind immer step\_normalize(), step\_zv() und step\_dummy().
* Aufrufen des Recipes zeigt den Inhalt (Definition der Modellvariablen und preprocessing-Informationen)

advertising\_rec

Recipe

Inputs:

role #variables

outcome 1

predictor 4

Operations:

Scaling for all\_predictors()

* **Das Recipe hat 2 Funktionen** (alternativ oder parallel):
  + **Es wird später im Training benutzt.** Dort sind ja alle Informationen enthalten auf die das Modell dann zurückgreift.

Wenn man Variablen im Datensatz hat, die man nicht als Prädiktor oder Outcome möchte, sondern als ID geht das mit update\_role(x, new\_role = "id") (siehe Tabelle)

* + Es ist Grundlage für einen **Check des Preprocessings**. Dieser Aspekt ist erst mal seltsam—allerdings sei betont, dass das Recipe ja nur ein Rezept ist. D.h. es ist eine Blaupause für die Schritte, die später in den k folds jedesmal aufs Neue durchgeführt werden.
  + Um es vorab an den tatsächlichen (oder anderen) Daten tatsächlich anzuwenden, können die Funktionen prep() und bake() oder juice() verwendet werden (siehe nächster Abschnitt). Ich mache das jedesmal, um zu checken, ob auch alles so läuft, wie beabsichtigt.

### Prep(), bake() und juice()

![](data:image/png;base64,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)

* Siehe kurzer [post](https://stackoverflow.com/questions/62189885/what-is-the-difference-among-prep-bake-juice-in-the-r-package-recipes) von Julia
* Das recipe selbst (wenn man es aufruft) ist nicht informativ und enthält nur Meta-Daten. Es ist ja auch nur ein Rezept (kein Kuchen).
* Wie oben beschrieben erlauben prep(), bake() und juice(), das recipe auf Daten anzuwenden und diese anzuschauen. Mit anderen Worten: Den Kuchen zu backen und zu essen (Quelle: Barter-[Blog](https://www.rebeccabarter.com/blog/2020-03-25_machine_learning/)):
  + Mittels prep() wird das Recipe auf die Daten dahingehend angewendet, dass es die allgemeinen steps mit den Variablen verbindet. Noch immer wird aber nichts tatsächlich gemacht. Die Zutaten für den Kuchen werden nur bereitgelegt.
  + bake() schließlich wendet das „gepreppte“ recipe auf die Daten an (backt den Kuchen). Dabei muss mittels new\_data spezifiziert werden, worauf es angewendet werden soll (Gesamtdaten, Training Set oder Test Set). Im Grunde ist das egal, da es ja nur verschiedene Versionen derselben Daten sind. Hier am Beispiel der Anwendung auf das Training Set.

Wie man sieht, kann man jede Teilfunktion „pipen“

advertising\_rec %>%

prep() %>%

bake(new\_data= advertising\_train)

# A tibble: 100 × 4

TV radio newspaper sales

<dbl> <dbl> <dbl> <dbl>

1 1.20 0.246 -0.320 18.9

2 1.36 -1.53 -0.484 12

3 -0.000849 0.411 -0.818 15

4 -0.968 0.674 -0.291 11.8

5 0.545 0.366 -0.547 17.3

6 0.321 1.19 0.396 19

7 0.674 -0.115 0.101 16.6

8 0.870 0.727 0.754 19.6

9 -1.49 0.983 0.759 7.3

10 0.846 0.727 1.43 19.4

* + juice() ist ein netter shortcut zu bake() und wendet automtisch das gepreppte recipe auf diejenigen Daten an, die im recipe verwendet wurden. Wenn man das recipe auf alle Daten anwenden möchte, sollte man das eher explizit in der bake-Funktion machen.
* Beispiel (gesamt):

advertising\_rec <- recipe(~., data = advertising\_train)%>% #Recipe bilden

step\_normalize(all\_predictors())

mtcars\_rec %>% #prep() & juice

prep() %>%

juice()

Wie gesagt: Man kann auch recipe an Datensatz X bilden und in Datensatz Y juicen—Hauptsache die Variablen sind gleich benannt. Ist das nicht der Fall, bekommt man eine genaue Fehlermeldung, welche Variablen nicht identisch sind.

### Preprocessing-Varianten

* Alle verfügbaren preprocessing-Funktionen findet man auf [hier](https://recipes.tidymodels.org/reference/index.html)-- darunter auch logarithmieren, missings imputieren, dummy Bildung.
* Julia Silge hat noch andere Funktionen, wenn Variablen aus Text (!) bestehen (siehe [Code](https://juliasilge.com/blog/lasso-the-office/))
* Die wichtigsten sind in der nachfolgenden Tabelle

|  |  |  |
| --- | --- | --- |
| **Funktion** | **Code** | **Kommentar** |
| **Prädiktoren mit zero variance entfernen** | step\_zv() |  |
| **Dummy-Variablen anlegen** | step\_dummy() | Wichtig:   * Binäre *Outcomes* müssen Faktoren bleiben * ! Der Schritt generiert 0/1 Variablen, die aber von der Klasse „dbl“ sind! * 🡪 Muss NACH normalize kommen (ansonsten wird über die dummies standardisiert). (effect coding) * Kommt anschließend step\_pca, werden die dummies einbezogen! |
| **Zentrieren** | step\_center() | Zentriert die Variablen, womit sie M=0 haben (die SD und Metrik bleibt gleich) |
| **Skalieren** | step\_scale() | SD =1 (M ist unverändert) |
| **Standardisieren** | step\_normalize() | M= 0, SD=1. Routine Operation bei allen quantitativen Prädiktoren |
| **Missing data imputation** (mittels KNN) | step\_impute\_knn() | step­\_impute hat zig Imputationsmethoden. Sieht man in Rstudio bei Autoausfüllen, allem voran mean oder mittels linear model (dies macht aber wohl nur Sinn bei metrischen Variablen). Achtung: k = 5 per default! |
| **Logarithmieren** | step\_log(size, base=10) | Variablen logarithmieren |
| **Polynome verwenden** | step\_poly |  |
| **Downsampling**  bei unbalancierten Outcomes | themis::step\_downsample(y) | Hier werden von den häufigen Fällen weniger ausgewählt. Es gibt auch step\_upsample() und step\_smote(), siehe Himalaya-[Video](https://www.youtube.com/watch?v=9f6t5vaNyEM) (31:30). |
| **Upsampling** | themis::step\_rose(y) #binär  themis::step\_smote(y) #multi | Random oversampling oder downsampling  y = Name der AV |
| **Datetimes in Monate und Tage zerlegen** | step\_date(  date,  features = c(“year, "month"),  role ="dates") | Wandelt eine date-Variable (z.B. „2022-10-04“) in beliebige features (hier: Jahr und Monat)  Die original-Variable wird anschließend gelöscht mit step\_rm(date) und die Monats oder Tagesvariablen wird mit step\_dummy(has\_roles("dates") in dummies zerlegt (ist bei Year nicht nötig—die wird numeric) |
| **Variable löschen** | step\_rm() | Ist sinnvoll, wenn man die Variable in einem vorherigen step genutzt hat und sie anschließend entfernt (rm = remove) |
| **Faktorenlevel poolen (**in eine „other“-Kategorie= | step\_other(  threshold = 0.03) | Der threshold ist die Granuliertheit, je höher um so mehr werden zusammengefasst  Anstelle all\_nominal\_predictors() kann man einfach mehrere Variablen nennen. Das führt in einem Schlag dazu, dass man bei Faktoren nicht so viele level hat [das mit dem threshold ist doof, allerdings kann man so eben alle auf einen Schlag machen] |
| **Variablen eine non-model-Rolle zuweisen** | update\_role(x,  new\_role="id") | Das kann man machen, wenn man eine Variable im Datensatz haben möchte, die aber nicht im fitting benutzt werden soll. |
| **PCA vorschalten** | step\_pca() |  |
| **Hoch korrelierende Präditkoren eliminieren** | step\_corr(., threshold = 0.8) | . = all\_predictors o.ä. |
| **Produktterm einfügen** | step\_interact( ~ x:y) |  |
| **Kategoriale Variable in numerische umwandeln** | step\_lencode\_glm(x, outcome = vars(y) | Wenn die kategoriale *sehr* viele levels hat (high cardinality), kann sie in eine numerische Variable umgewandelt werden |
| **Text mining** |  |  |
| **Text-Korpus in tokens zerlegen** | step\_tokenize(text) | Hinweise: 1) Alle Text-preprep-Funktionen sind im textrecipes package  2) Alle Werte lassen sich tunen |
| **ngrams berücksichtigen** | step\_ngram(text,  num\_tokens = 2,  min\_num\_tokens = 2) |  |
| **Anzahl der benutzten Tokens bestimmen** | step\_tokenfilter(  text,  max\_tokens =1000) |  |
| **Tokens gewichten** | step\_tfidf(text) | Gewichtet die tokens gemäß ihrer “uniqueness” (siehe Bigfoot video). Dies bewirkt, dass die DTM aus den tf-idf-Werten besteht und nich aus dem N des Worts |
| **Stopwords entfernen** | step\_stopwords(text) |  |
| **Textfeautures extrahieren** | step\_textfeature(text) | Extrahiert 20 features (z.B. Anzahl der Worte bis hin zu 4 verschiedenen Sentiment scores). Im Gegensatz zur textfeature |
| **Word embedding Dimensionen extrahieren** | step\_word2vec(text) | Mit size kann die Anzahl der Dimensionen festgelegt werden. Default ist 10. Eine alternative Anzahl kann mit num\_topics gehält werden.  Achung: Man kann das Modell nur entweder nach einer word-count-Methode trainieren (inkl. TF-IDF-Gewichtung) oder nach den Dimensionen. In dem Moment, wo man die Dimensionen extrahiert, gibt es in den Daten keinen Text mehr. Allerdings kann man vorher tokenizing, stopword-removal |
| **Stemming** | step\_stem(text) |  |

* Variablen kann man in Gruppen ansprechen
  + all\_predictors()
  + all\_outcomes()
  + all\_nomin
  + all\_predictors()
  + all\_numeric\_predictors()
  + all\_nominal()
  + all\_numeric()
* ACHTUNG. Man kann auch bestimmte Variablennamen in einer Klammer auflisten und somit gezielt Variablen verarbieten (z.B. step\_dummy(gender, education) )

## Specify the model

* Dies ist der zweite Schritt (nach dem recipe). Hier geht’s jetzt darum,
  + - * 1. den **Modelltyp** zu wählen (Regression, random forest, LASSO)
        2. den **Modus** festzulegen (d.h. regression vs. Classification)
* Geht über das parsnip package (das man über tidymodels automatisch lädt)

### Wahl des Modelltyps

* **Pick the model:** Wahl des Modells nach der zu lösenden Aufgabe, z.B. Logistische Regression oder random forests.
* **Set the engine:** Je nach Modell gibt es verschiedene Pakete, die das jeweilige Modell rechnen können. Dies erlaubt, eine Vielzahl unterschiedlicher Modelle und den dazu passenden Paketen in einem konsistenten framework nutzen zu können
  + Beispiel: simple Regression

lm\_spec <- linear\_reg() %>%

set\_engine("lm")

* + Als engine soll hier die normale lm-Funktion, was dazu führt, dass ein OLS Modell geschätzt wird. Will man dagegen ein LASSO rechnen (was auch ein lineares Modell ist), geht das nur mit dem glmnet package (weil die lm-Funktion keine shrinkage-Option hat). Auch eine Bayes-Regression lässt sich mit der engine „stan“ rechnen.
  + Hinweis: Die engine ist meist keine problematische Wahl, das die gesemate „model spec“ sowiso copy&paste ist und sich die Frage nicht stellt.

### Wahl des Modus‘

* *Wenn*ein Modell sowohl regression als auch classification kann, muss man noch den Modus spezifizieren. Das geht, in dem man set\_mode("regression") anhängt.
* Beispiel:

tree\_spec <- decision\_tree() %>%

set\_engine("rpart") %>%

set\_mode("regression")

→ Fittet ein decision tree model mithilfe der rpart engine und modus regression (→ quantitatives outcome).

* Hier mal eine Übersicht über gängige Ansätze (beachtet die Groß-/Kleinschreibung bei den engines!)
* Auf <https://www.tidymodels.org/find/parsnip/> findet man eine große Liste von Models und engine-Möglichkeiten. Im TITLE feld kann man nach keywords suchen (→ Modellklasse)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Modellklasse** | **Model** | **Engine** | **Mode** | |
| **Regression** | **Classification** |
| Lineare Regression | linear\_reg() | lm  glm  glmnet | **×** |  |
| Logistische Regression | logistic\_reg() | glm  glmnet  keras, LiblineaR, spark  brulee stan |  | **×** |
| multinom\_reg() | nnet |  | **×** |
| KNN | nearest\_neighbor() | kknn | **×** | **×** |
| Naive Bayes | naive\_Bayes() | Naivebayes | **×** | **×** |
| LASSO | linear\_reg() | glmnet | **×** | **×** |
| Decision trees | decision\_tree() | rpart  ranger | **×** | **×** |
| XGBoost | boost\_tree | C5.0  spark  xgboost | **×** | **×** |
| Random forests | rand\_forest() | ranger | **×** | **×** |
| Support vector machines | svm\_linear() | kernlab LiblinearR | **×** | **×** |

* Welches engine (=Paket) man wählt, ist meist egal—hängt im Einzelfall aber von eventuellen Spezifika ab, die u.U. Paket-spezifisch sind und die verfügbaren Argumente betreffen. Diese beziehen sich meist auf Hyperparameter (siehe Kapitel 5). Welche engine welche Argumente liefert, zeigt die 2. Tabelle auf der oben verlinkten Seite!

## Fit the data

* Nun geht’s los. Das Modell soll „trainiert“ werden—oder in traditionellerer Sprache—„gefittet“ werden. Dazu gibt im Tidymodels-framework verschiedene Möglichkeiten, je nach gewünschter Sophistiziertheit. Diese werden anschließend demonstriert:

1. **Einfaches Fitten über einen Datensatz** (sei es nur das Training Set oder sogar der gesamte Datensatz). Letzteres ist ja der gängige Ansatz in der wissenschaftlichen Anwendung von theoretisch-basierten Regressionsmodellen, die (siehe James et al.) die geringstmögliche Varianz haben und bei denen das Ausmaß von Unsicherheit über die SE adressiert wird. Dies passiert über eine einfache fit()-Funktion. Dies ist dann sehr nett, wenn man a) Koeffiizienten eines parametrischen Modell extrahieren sehen möchte, oder b) das Modell auf völlig neue Daten anwenden möchte und dazu noch mal das Modell auf die gesamten Daten fitten möchte (z.B. nach erfolgreicher Evaluation mittels CV).
2. **TT only:** Dies bedeutet, dass ein Training Set und ein Test Set vorliegt: Dabei wird das Modell auf die Trainingdaten gefittet und anhand der Testdaten evaluiert. Relevante Funktion ist last\_fit(). Natürlich kann parallel mittels fit() das Modell nur auf die Trainingsdaten gefittet werden, um die performance in den Trainingsdaten zu evalueiren (mehr darüber später). Hinweis: Diese Funktion wird auch im Falle des Crossvalidations am Ende des Prozesses verwendet, um das Modell final noch mal über den gesamten Datensatzu z fitten und am Testset zu evaluieren. Im Skript ist das immer unter dem Abscnitt „the final test“ zu finden.
3. **Crossvalditation oder Bootstrapping:** hier wird das Modell wird in jedem der folds/bootstraps mittels fit\_resamples() trainiert.
4. **Hyperparameter tuning:** Wie in Kapitel 5 noch behandelt wird, erlauben es Modelle, an Stellschrauben zu drehen und die Auswirkungen zu analysieren. Dies wird in der Regel mit Crossvalidation / Bootstrapping verbunden. Hier ersetzt man dann die o.g. Funktion durch tune\_grid()

### Einfaches Fitten auf einem einzigen Datensatz

* Hier nimmt man die Model-Spezfikation als Grundlage. Das recipe ist nicht nötig

lm\_spec %>%

fit(sales ~ ., data=advertising\_data) %>%

broom::tidy()

# A tibble: 4 × 5

term estimate std.error statistic p.value

<chr> <dbl> <dbl> <dbl> <dbl>

1 (Intercept) 2.94 0.312 9.42 1.27e-17

2 TV 0.0458 0.00139 32.8 1.51e-81

3 radio 0.189 0.00861 21.9 1.51e-54

4 newspaper -0.00104 0.00587 -0.177 8.60e- 1

Hinweis: Für diejenigen mit Erfahrung in R wird das seltsam erscheinen, gibt es doch die traditionelle Vorgehensweise mit lm(y ~x, data=dataset) und summary(). Es ist natürlich genauso möglich, diese zu verwenden.

### Bei trainings- vs. testdata only (“TT only”)

#### Training des Modells

* Die last\_fit-Funktion ist eine sehr komfortable Funktion, die das Model an den Trainingsdaten (gesamt) trainiert und automatisch an den Testdaten evaluiert (d.h. den prediction error anhand der performance Metriken im Test Set abschätzt):

lm\_fit\_tt <- last\_fit(lm\_spec,

advertising\_rec,

advertising\_split)

* Ihr input sind
  + Das **recipe** mit den Daten (inkl. preprocessing) und dem Modell—hier advertising\_rec
  + **das spec-Objekt** (mit Modelltype und engine)—hier lm\_spec
  + **das split-Objekt**, dass die Trainings- und Testdaten festlegt—hier advertising\_split. Darauf beruht das Wissen, wo trainiert und wo evaluiert wird.
* Ergebnis ist ein genestetes tibble, in dem eine Menge Informationen stecken und die extrahiert werden können

lm\_fit\_tt

# Resampling results

# Manual resampling

# A tibble: 1 × 6

splits id .metrics .notes .predi…¹ .workflow

<list> <chr> <list> <list> <list> <list>

1 <split [100/100]> train/tes… <tibble> <tibble> <tibble> <workflow>

* + Die **.metrics**-Spalte enthält die performance Metriken (z.B. rsquare oder rmse). Diese stammen aus der Anwendung des gefitteten Models auf dem Test Set.
  + Die **.predictions**-Spalte enthält die predictions der Y-Werte durch das modell im Test Set (dieses wrid später die Grundlage für genauere Analysen möglicher prediction errors sein)
  + Die **.workflow**-Spalte enhält die Parameter des Models aus dem Training Set

#### Extraktion interessanter Informationen

* **Extraktion der Performance-Metriken** (evaluiert am Test Set)

lm\_fit\_tt %>%

collect\_metrics()

# A tibble: 2 × 4

.metric .estimator .estimate .config

<chr> <chr> <dbl> <chr>

1 rmse standard 1.52 Preprocessor1\_Model1

2 rsq standard 0.922 Preprocessor1\_Model1

→ R-square ist .922 und RMSE ist 1.52 (bitte bedenken, dass es simulierte Daten sind!).

* **Extraktion der predictions**

lm\_fit\_tt %>%

collect\_predictions()

# A tibble: 60 × 5

id **.pred** .row **sales** .config

<chr> <dbl> <int> <dbl> <chr>

1 train/test split 12.3 2 10.4 Preprocessor1\_Model1

2 train/test split 12.3 3 9.3 Preprocessor1\_Model1

3 train/test split 12.4 10 10.6 Preprocessor1\_Model1

4 train/test split 6.98 11 8.6 Preprocessor1\_Model1

5 train/test split 18.3 15 19 Preprocessor1\_Model1

6 train/test split 23.1 18 24.4 Preprocessor1\_Model1

7 train/test split 9.96 19 11.3 Preprocessor1\_Model1

8 train/test split 14.2 20 14.6 Preprocessor1\_Model1

9 train/test split 17.0 28 15.9 Preprocessor1\_Model1

10 train/test split 19.4 29 18.9 Preprocessor1\_Model1

# … with 50 more rows

* + Relevant sind hier nur die Spalten ".pred" und "sales"
  + Das ganze lässt sich dann auch schön plotten, um zu sehen, wo das Modell u.U. Probleme hat

lm\_fit\_tt %>%

collect\_predictions() %>%

ggplot(aes(sales, .pred))+

geom\_point()+

geom\_abline(color="red")

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAggAAAE+CAYAAADoN+hOAAAAAXNSR0IArs4c6QAAGYRJREFUeJzt3T1PI1m+x/FfreYl2JGxBBJssJrQElpQB4RwJUdWBx2wGciRcTA3YcJLNAHtCNHZJdhg5WBk6UJIgJqRJcLWBAOSkYwj13uoG/iB8iN+qFN1qur7kdDiB8zxWU/Xj/95cjzP8wQAAODzt6gbAAAA7ENAAAAAEwgIAABgAgEBAABMICAAAIAJBAQAADDhp6gbsKpCoRB1EwAAiLWnp6eZj8U2IEjz31gcua6rTCYTdTMSjT42jz42jz42b+U+dhwpJtsLffSHdqwDAgAAVnCc3v/GJBwsgoAAAMA6YlQ1WAYBAQCAVSSwauBHQAAAYFkJrRr4hRcQOnVVyjdq9W8enDdU3R08VFH5puV78oHOG1XthtY4AAAWkPCqgV9IAaGpy/KDPl01VMupHxYqql/VVMpJb+3WSGAAAMA6Kaga+IWzUVLzUfcHX1TK9W/nSvpy0FL7TZI6ar9uKb8RSksAAFiO46QuHEhhVRB2q2qMVAeaerzfUv6zJL2p3WrpvlzUTf/RadWEaes1Xdc1094IJfE92YY+No8+No8+Ns91XWWyWbnd7uCOaBsUsggmKXZUr1zo9fhK1ZykTluv2tJxf7ih93hF9Y3ae8VBk5siFQqFxG0UwuYn5tHH5tHH5tHHIfDNNYi6p51BWyR5IVYxQj6LoanLYlkPn65UG1z9cyXVGv4wkFN+czD8AABAyBynVzWwYEjBHw6m3TYpvIDQqatSvJDOG+/hAAAAW6R0rsEs4QSE/hLHzWkrFZqXKlbq6rw/We3XA+2xogEAEJZBMCAcDIUyB6Hzx4NakloXRd377u9NRqzqql1RuTiYotibj0A+AAAYZ/m+Bp7nRTYHIZSAkCvV1Cit/jgAAIGLyXBCmKHAj62WAQDpYnnVwBYEBABAesSkamADAgIAIPmoGiyNgAAASDaqBishIAAAkomqwVoICACA5KFqsDYCAgAgOagaBIaAAABIhhCrBlFtXhSmkA9rAgAgYCGfoRDlAUphooIAAIgv5hoYQ0AAAMQPcw2MY4gBABAvEZ+8OD7nIKlzEKggAADiwYKqQRomJw4QEAAA9gtgrsG6F/dpkxOTHBIYYgAA2CugFQppWXkQJCoIAAA7LRAM0lTyDxsVBACAXRasGoRdFUjL5MQBKggAAHsY2tfA87xAqg1JDwV+BAQAQPRCWKGQpot7EBhiAABEa8V9DdJW8g8bFQQAQDQCqBoQCswhIAAAwscZCtaLdUBwXTfqJgQuie/JNvSxefSxeXHt40w2K0lyu13J8vcQ1z4OSqwDQiaTiboJgXJdN3HvyTb0sXn0sXmx7WNf1cD21se2jwMU64AAAIgBC85QwPIICAAAc5hrEFsEBABA8KgaxB4BAQAQLKoGiUBAAAAEI4KqAYc1mcNOigCA9a24G+J6v5IjnE2iggAAWB1zDRKLgAAAWA1zDRKNIQYAwHIcx4pwwGFNZlFBAAAszoJg4EcoMIeAAAD4GHMNUoeAAACYz7KqAcJBQAAATEfVINUICACASVQNUo+AAAB4R9UAfQQEAEAPVQP4EBAAIO2oGmAKAgIApBlVA8xAQACAlBg5+XD4DeEA07HVMgCkwHg4cCTCAeaiggAAKTGIAxyKjEUQEAAgBYZVA2BBBAQASLL+0MJ4OOCQI3yEgAAASeU4U6sGhAMsgkmKAJA0jsPyRawtvApCp65K+Uat/s2D84aqu4MHm7osXuhekraOdVUrKRdawwAgQQgGCEhIFYSmLssP+nTVUKPRUOPqWK8XFdU7ktRRvXIhnfceu/r0oPJlM5xmAUBSzKgajA8nMLyARYUTEJqPuj/4otKgLJAr6ctBS+03SXpTu3WgvX41IffPT9q6fxQRAQAWNAgGMy7+nucNv4BFhTPEsFtVY9d/R1OP91vKf5bUaet1K6/Pg4dyeW3qQe2OtOsbZygUChMv67quuTZHJInvyTb0sXn0sXmu6yqTzfa+73Yl+jxwaf8cR7CKoTek8Hp8pWpOUrOtlvIf/tTT09PI7UKhoEwmY6iN0XBdN3HvyTb0sXn0sXnDcNCvCNDbweNzHHpA6E1GfD2+Um0w3rCR11a4jQCA+HKcXiBguACGhbfMsVNXpdibjDgMB1JvSKHV1tvweW29alN5ljEAwKj+XAO32426JUiBcAJCf4nj5sjSxoEN5bfu9e/ekgZ1/nhQ62BPE08DgLRiXwNEIJQhhs4fD2pJal0Ue3sd9PX2QsipVDtXu1hW8Ub9fRCIBwAgiWCAyIQSEHKlmhqlec/YVbXRUDWMxgBAyEaOWl70Yj/4GcIBIsJWywBgkD8cTLs944fm7msAhIHDmgDAFv6TF/vfs7kRokIFAQBs0K8ajNcXFqo4AAYQEADAoA/PQmCFAizFEAMAGDZzmIBgAItRQQCAsM2pGnD6ImxBBQEAwrRA1YBQABsQEAAgDOxrgJghIACAacw1QAwREADAFKoGiDECAgCYQNUAMUdAAIAgzagarHQeAxAhAgIAa8XuojqjavDReQyxeG9IHfZBAGCllQ45isqauyFa/d6QWlQQAGAdzDVAQlFBAIBVLFE1YAgBcUQFAYCVPM+zdw7CClWD8fZb+96APgICAGtZd+FkXwOkCEMMALCIQdUggHAQqwmYSC0qCAAwD1UDpBQBAQBmYYUCUowhBgAYt+a+Bh8Zn1th3VwLQFQQAGBUSFUDQgFsF+uA4Lpu1E0IXBLfk23oY/Ns6eNsNjv8vtvtzn1upv9ct9uVLGn/PLb0cZKlvY9jHRAymUzUTQiU67qJe0+2oY/Ns6WPx1cGZLPZ2X+1+6oG0bf8Y7b0cZLRxzEPCACwFlYoADMREACkEysUgLkICACsEeT2wzO3al6hasC2yEgjljkCsIKJ3QU9zxt+Of2li07vgUjbBcQBAQFA8jmOPEnO8CYXeeAjDDEASLZB1QDAUqggALBC4LsLBrQbIrseIq2oIACwRmAX37FgMHPCYtjtAmKEgAAgOeasUOAiDyyHgADAGmstJ2RfAyBQzEEAYIWVlxMaPnkRSCsqCADii2AAGENAABA/nKEAGEdAALCWoLYhXnilAVUDIBTMQQCwsqC3IfZvjTzllxEOgBBRQQBgP4IBEDoCAgB7MdcAiAxDDABWZnQb4kHVgHAARGKBgHCnU8eRs9DXqe7MtxmARebOG1gFcw0AKywQEA517fsH4PnrnqQT3fru87xbnUg6ub3WoekWA0guqgaANZYcYrjTb2ePU4LAoa5vT/TtiAoCgBVQNQCswyRFANHyBYOg9lQAsL4lKwiH+uXr3pRKwZ1Oj75p7+svDDEACeefd7TmC80MB9NuAwjX0hWE7cp3eX8/nfiP9+TW03fSAZBo0y7iK/2lz3ACYL3VhhgOr+V51wE3BUDisa8BEBvhz0Ho1FUpt/WlUdXu8K6Kyjct35MOdO57HEACfFA1WPgsBgChWCkgvNT2tXP2KKk3tPDLX/va+c9nPX+vaHveDzYvVby4l3Qwcvdbu6WD84aqJALAaitdxJeoGhAKAHssvZPi3anTCwP9vQ8kabvyv/qqM+2czl7k2LwsqnjxquPzY22NPNJR+3VL+Y1lWwIgCkttjMS+BkBsLVlBuNPv36ST24q2R9YxbKvy64nOjn7X3fXh1JUMu9WGGlVJnboeRh55U7vV0n25qJv+PdOqCYVCYeI1XdddrvkxkMT3ZBv62DzXdZXJZuV2uxL9bQSfY/PS3sfR74PQaetVWzq+qqmUk6SO6pWK6huD2z1PT08jP1YoFJTJZEJtqmmu6ybuPdmGPg7OzKEG35ACPW0Gn2Pz6ONV90H4n5peRu5fYx+EXEm1hj8M5JTfbKn9tuwLAQjLzD0LHKdXNWBIAYi9NfZBOOvdceTom6S9r8/6Xpk7RRFAQnnS+3yDlJdlgaRY7bjnw+uRiUqe560eDpqXKlbq6gzv6Kj9eqA9VjQghQLbpTBEniRHomoAJMySFYQX1fZ39Oevnq6D2jVxt6qrdkXl4mCKYm8+AvkAaRPYLoUh8DxvONfAEcsTgSRaMiA868/HNX9jrqRaY/yumhqlNV8XQHh8mx4RDYBkCmiSIoBU4FhmIDWWDAh3+u3sUXo8045vrPT9a/yURyDdlplTMF6mt6VsP2x/Pxg4/vsAJNaSQwyHuvY8cUwT8LFV5hTYEgoGHMcZDiE4vTsmH7eszQCCEf1GSQCsNVyhACB1Vlrm+FLbnxhemHMMAwADTCyJHBlOcBzCAZBiSweE3kmOP+t2ZB+EW+nI0X6NqYvAgMk5BTN3MgzgNQdVg2nLF22dJwEgeCtNUjy5vR7bUvlQ17cnejz7jUmKgI//Amr7pD5P04cUxk9vXOo0RwCxxRwEwIBZYcDaSX0MJwAYs/wqhtsTOUf7+sfzd73vrjw4rOl5+cOagIQJo1Lged7s0xSX4Tt50dOcExoBpM7SQwynR98kPepsxz9J8UjfJD2e7bAnAhCStUv9gw2PfD/P8AGAAfZBAEJkxYXXVzUAgFmYgwAELLDyvwlskwxgQasd9zzN3SnDCkCfdaV6zlAAsKTgKgiH1/zbA9iIYABgBQwxAEnFXAMAayAgAElE1QDAmggIQJJQNQAQkOAmKQKIVn83REf2b+sMwH4EBCDuZpy8SEgAsA4CAhBnU3ZDBIAgMAcBiCPmGgAwjIAATGHtTojSzBUKVu/gCCB2CAjAmPGxe2uOaF6gamBFOwEkQqwDguu6UTchcEl8T6Zks9nh991ud+Gfm9bH/tda9GfClMlm5Q7eY78tq77/METdX2lAH5uX9j6OdUDIZDJRNyFQrusm7j2ZMv5XfjabXeiv52l9vMhs/8j+f/FVDTIjd6/2/sPA59g8+tg8+jjmAQEIQ2QXXnZDBBAhAgIwRaR/jQe4QoFJiwBWxT4IiKXxi906F78gX2sax3GGXws8eaF9DRZp87TJlgCwKCoIiK0gL+Sm/rpeeEXEClUDKgIATCIgAFFjrgEACzHEAESlf4aCqXBgeugEQLJRQQAMmrm7YUhVA0IBgFUREADDRi7SnKEAICYICEBYmGsAIEYICIBpVA0AxBABATCJqgGAmCIgACZQNQAQcwQEIGhUDQAkAAEBCApVAwAJQkAAgkDVAEDCEBCAdVA1AJBQBARgVVQNACQYAQFYFlUDAClAQACWQdUAQEoQEIBFUDUAkDIEBFhp6gmIUVmhamBV+wFgBX+LugHAOP/FddrtEBuydjiYdhsA4oAKAjANcw0ApBwBAfBjrgEASIpiiKFTV6V4qebInU1dFosqFosqVurqhN4o2GR8zD60MfxB1WDN3xdZ+wEgQOEGhOaliuUbtUbu7KheuZDOG2o0Grr69KDyZXPGCyAtPM8bfhm34lyDeUJtPwAYEFpAaF4WVbx41fH5sbZGHnlTu3Wgvd3erdw/P2nr/lFEBIQioKqB4zjDLwBIgtDmIOxWG2pUJXXqevA/0GnrdSuvz4Pbubw29aB2R9rNvT+tUChMvKbruuYaHJEkvifbOI6jQRxwu11pzT7PZrMTr9/tdiceG9yXBnyOzaOPzUt7H0c/SfGtrZbyHz7t6elp5HahUFAmkzHVqki4rpu492SbQTgY/p2fzRoZBshkMhPVhKyh32UbPsfm0cfm0cc27IOwkR8bcgAMGQ8Hw7sZGgCAcdEHhFxem6223ga3O229alP53LwfApbUn2swLwYsGhLG5xuwagFAEkUfELSh/Na9/l3vLW7s/PGg1sGediNuFRJibIXCuvMAZu2SOG3VAsEBQJxFPwdBOZVq52oXyyreSNo61lWNeIAAzFi6OLhQhzGsQCgAEFfhB4RcSbXG+J27qjYaqobeGCTSgrshep7HoUoAMIMFFQQgQEtueLRsKCBUAEgLAgKSIcQzFAgFANKAgID4M3DyIlUCAGlnwSoGYEUGzlDovez0lQoAkCZUEBBPBoIBAOAdAQGRWrqUH+JcAwBIM4YYEJmlS/kBnbz4ETY4AgAqCIiDEKoG88KJ4ziEBACpQ0CA3UKYa8AkRACYRECIkVkXsrj+dTt30yHmGgBApAgIMZHUEvjUdlu2QiGufQsA6yAgwB4RVQ3YPhkAJhEQYIeIqwaEAgAYxTLHmJh3AYv1xc3QbogAgPVQQYiRWAeBaQgGAGAtAgLCxwoFALAeAQHhomoAALFAQEA4DFQNWHkAAOYQEGBeSEcy+0MC4QEA1sMqBpgT0QqFpQ+BAgBMoIIAM5hrAACxRgUBwQqpajDrSGaqBQAQDCoICE7IVYPxkJC0w6wAIEqxDgiu60bdhMDF8T1lsllJktvtSpa1v9vtTvRpHPs4buhj8+hj89Lex7EOCJlMJuomBMp13fi9J1/VwMaWj/dnLPs4Zuhj8+hj8+hj5iBgVRaeoTBrXgIAYHmxriAgIpYFAz9CAQAEg4CAxRk8Q4GNjQDALgwxYDGDqoHhcDDtNgAgfFQQUmrhv9g5eREAUokKQgot/Be7waoBAMBuBARMCnmFAqsPAMA+DDFgVEQrFAgFAGAXKggpNPUvdgv3NQAARIcKQkqNhASCAQBgDAEhzVihAACYgYCQVlQNAABzEBDShqoBAGABBIQ0WbFqwDbIAJA+rGJIgzVWKLANMgCkExWEpGOuAQBgBQSEpGKuAQBgDQwxJFGAZyiwDTIApBMVhCQxVDVYNxQwyREA4ocKQlJYevIikxwBIJ6oIMQdcw0AAAYQEOKMFQoAAEMICH2xGiePUdXA87x49S0AQBIBQdL0cXJrL2QxrBpY25cAgJkICHERo6oBACD+rAgInXpF5ZuW754DnTeq2o2sRZaJYdUAABBvVgSEt3ZLB+cNVSNKBNaOk1M1AABExIJ9EDpqv24pvxFtKzzPG35ZwdJ9DQAA6WBBBeFN7VZL9+Wibvr3TKsmFAqFiZ90Xdd888LWrxq43a6UxPdngUR+bixDH5tHH5uX9j6OPiB02nrVlo6vairlJKmjeqWi+sbgds/T09PIjxUKBWUymVCbapxvrkHC3pk1XNdN3ufGMvSxefSxefSxDQEhV1KtUfLfofxmS49vknKzfihhfFWDdH8cAQC2sGAOQsox1wAAYKHoA0LzUsVKXZ3hHR21Xw+0l/Q1jo7D8kUAgLWiH2LYreqqXVG5OJii2JuPkOh8YHEwsHK5JwAgdNEHBEm5Uk0j0xCSyvJ9DWK15TQAwCgrAkIqWFw1AABgHAHBNMurBgAATBP9JMUki9kKhfHhBIYXACC9qCCYEOOqAaEAACAREILHXAMAQAIQEIIS46oBAADjCAhBoGoAAEgYJimui3AAAEggKgirYkgBAJBgBIRVUDUAACQcAWEZVA0AAClBQFgUVQMAQIo4Xkx3xikUClE3AQCAWHt6epr5WGwDArCKQqEw9z8IIA74HCMMLHMEAAATqCAAAIAJVBAAAMAEAgIAAJhAQAAAABMICAAAYAIBAcnWqatSvFRz5M6mLotFFYtFFSt1dSJqGvChTl2VwWe1WNTlyAeZzzHMIiAguZqXKpZv1Bq5s6N65UI6b6jRaOjq04PKo//qApZo6rL8oE9Xvc9q4+pYrxcV1TsSn2OEgYCARGpeFlW8eNXx+bG2Rh55U7t1oL3d3q3cPz9p6/5R/NMK6zQfdX/wRaVc/3aupC8HLbXfJD7HCAMBAYm0W22o0aiptDH2QKet1628hnfn8trUq9rUZ2Gb3aoa1V3fHU093m8pvyE+xwgFAQHp8tYeG3IA4qA3pPB6/N+9igKfY4SAgIB02ciPDTkAtmvqsljWw6cr1QbjDXyOEQICAtIll9dmq623we1OW6/aVD4374eAiHTqqhR7kxGH4UDic4xQEBCQMhvKb93r372p4Or88aDWwZ52P/gpIHSduirlG22eN1Sd+IDyOYZ5P0XdACBcOZVq52oXyyreSNo61lWNf1Zhn84fD2pJal0Ude+7/+C8oeoun2OYx2mOAABgAkMMAABgAgEBAABMICAAAIAJBAQAADCBgAAAACYQEAAAwAQCAgAAmEBAABCsl5r2nX3VXqJuCIB1EBAAAMAEAgIAAJhAQAAw6aWmfceR4/s6vZv/+P7MMYUX1fb9zz3Vnea/1sjvAhAJAgKAUS817e/8R5+fPXle/+v5q34cDS7cdzrdOdPPt++PP3/d0+PZb5q8rr+otr+js59vfc/9oaP9ml4W+l0AokJAADDFz/r7tu/mdkXfPU/Xh5JedvTL4PvBw//1WXv6ob/Giwh3v+ns8US3vidvV37VyeOZfhsGgDm/C0BkCAgARm1X9OvJNx0NSv7jf8pvb2tbku5O34cFds70OOWlXv76Icn3Wo4jxznSN0k//nr5+HcBiAwBAcCEw+tByf9WJ9+OxuYO3OnUceQc/dDX5/dhgb1ZL7b3Vc+ebwih//W9sr3A7wIQFQICgDkOdT24eOubfr+TdPe7vu191bP3XZXB0MDzn1MrCNt//1l6/I/+b6E9Eab8LgCRISAAGHV3OmWlwV/6oT39Y6d/23/Rf6lp/+jb9Nc6/EVf9x519q/+pMTh6/c3UlrkdwGIxE9RNwCAZQ6v5d325he829PX537FYPtatyeOjnYcnQ0fu9XPO0f681nSyIV9W5Xvz9L+jnacs6mvNfd3AYiM43meF3UjAACAXRhiAAAAEwgIAABgAgEBAABMICAAAIAJBAQAADCBgAAAACYQEAAAwAQCAgAAmPD/Qd5zAhbuiW0AAAAASUVORK5CYII=)

* + Wie man sieht, werden höhere Sales-Werte systematisch unterschätzt (die Lösung ist ja dann in James et al. enthalten^)
* **Extraktion des Models** (Hinweis: Das wird später noch relevanter werden, wenn es um komplexere Modelle geht, bei denen es keine Parameter gibt)

lm\_fit\_tt %>%

extract\_fit\_parsnip() %>%

tidy()

term estimate std.error statistic p.value

<chr> <dbl> <dbl> <dbl> <dbl>

1 (Intercept) 14.1 0.148 95.2 2.46e-126

2 TV 3.89 0.149 26.1 7.95e- 55

3 radio 2.84 0.157 18.0 6.72e- 38

4 newspaper -0.0914 0.158 -0.580 5.63e- 1

(Hinweis: Wenn man die Koeffizienten mit denen aus dem simple-fit-Ansatz vergleicht, unterscheiden sie sich, wei diese hier auf dem Recipe basieren, in dem alle Variablen standardisiert waren. Die z-Werte („statistic“) und p-Werte sind identisch)

### Crossvalidation und Bootstrapping

#### Training des Modells

* Hier kommt jetzt anstelle der last\_fit() Funktion die fit\_resamples()-Funktion zum Tragen, weil—wie der Name schon sagt, das Modell über die ge-re-sampelten Daten gefittet werden soll.

lm\_cv\_rs <- #rs = results

fit\_resamples(

lm\_spec,

advertising\_rec,

resamples = advertising\_cv,

control = control\_resamples(save\_pred = TRUE, verbose = TRUE)

)

* Wie man sieht, müssen in die Funktion als essentielle Argumente genannt werden:
  + Die Modell-Spezifikation (lm\_spec) (Achtung: Dies muss vor dem Recipe kommen)
  + Das Recipe (advertising\_rec)
  + Das tibble mit den folds oder bootstrapped samples (advertising\_cv)
  + Die letzte Zeile ist optional und enthält die Aufforderung,

a) die predictions in den Daten zu speichern und

b) den Verlauf des fitting-prozesses anzeigen zu lassen

* Wie die pipeline zeigt, ist das Recipe Teil des gesamten resampling workflows. Dies bedeutet, dass alle preprocessing Schritte in jedem der folds durchgeführt werden. Bei den meisten (z.B. Standardisieren) ist das ziemlich unerheblich—nicht aber bei Prozesse, die eine zufällige Komponente haben und somit eine Varianz über die folds (z.B. Up-/downsampling oder Missing Data imputation).
* Wenn der Fehler *„The first argument to [fit\_resamples()] should be either a model or workflow“* kommt, dann liegt das daran, dass das model (lm\_spec) vor dem recipe kommen muss.
* Das durch fit\_resamples erzeugte Objekt enhält jetzt die Modell-Ergebnisse (Performance und Predictions für jeden der 5 folds (warum hier jetzt keine workflow-Spalte ist, weiß ich nicht)

lm\_cv\_rs

# Resampling results

# 5-fold cross-validation

# A tibble: 5 × 5

splits id .metrics .notes .predictions

<list> <chr> <list> <list> <list>

1 <split [80/20]> Fold1 <tibble [2 × 4]> <tibble [0 × 3]> <tibble [20 × 4]>

2 <split [80/20]> Fold2 <tibble [2 × 4]> <tibble [0 × 3]> <tibble [20 × 4]>

3 <split [80/20]> Fold3 <tibble [2 × 4]> <tibble [0 × 3]> <tibble [20 × 4]>

4 <split [80/20]> Fold4 <tibble [2 × 4]> <tibble [0 × 3]> <tibble [20 × 4]>

5 <split [80/20]> Fold5 <tibble [2 × 4]> <tibble [0 × 3]> <tibble [20 × 4]>

#### Extraktion relevanter Informationen

* **Extraktion der Performance Metriken**
  + **Extraktion der Metriken für die folds getrennt** (hier filter ich mal nur den rsquare raus, was schön zeigt, dass all diese output-Tabellen tibbles sind, die man weiterverarbeiten kann)

lm\_cv\_rs %>%

unnest(.metrics) %>%

filter(.metric=="rsq") select(id, .metric, .estimate)

# A tibble: 5 × 3

id .metric .estimate

<chr> <chr> <dbl>

1 Fold1 rsq 0.935

2 Fold2 rsq 0.934

3 Fold3 rsq 0.914

4 Fold4 rsq 0.899

5 Fold5 rsq 0.858

Kann interessant sein um die Varianz zu analysieren oder zu plotten

* + **Extraktion der Mittelwerte der Metriken über die folds**

lm\_cv\_rs %>%

collect\_metrics()

.metric .estimator mean n std\_err .config

<chr> <chr> <dbl> <int> <dbl> <chr>

1 rmse standard 1.69 5 0.0828 Preprocessor1\_Model1

2 rsq standard 0.908 5 0.0142 Preprocessor1\_Model1

* + Wie man sieht, sind das Mittelwerte aus den n = 5 Läufen
  + Dies ist die Standard-Funktion. Am Mittelwert ist man primär erst mal interessiert
  + Nur noch mal als Erinnerung: Dies sind die Metriken aus dem Assessment Set der Trainingsdaten
* **Extraktion der predictions**

lm\_cv\_rs %>%

collect\_predictions()

id .pred .row sales .config

<chr> <dbl> <int> <dbl> <chr>

1 Fold1 9.28 1 9.5 Preprocessor1\_Model1

2 Fold1 21.9 2 23.2 Preprocessor1\_Model1

3 Fold1 15.0 4 13.4 Preprocessor1\_Model1

4 Fold1 6.53 5 5.6 Preprocessor1\_Model1

5 Fold1 15.2 13 12.5 Preprocessor1\_Model1

6 Fold1 7.82 14 7 Preprocessor1\_Model1

7 Fold1 8.08 31 9.5 Preprocessor1\_Model1

8 Fold1 15.7 34 13.4 Preprocessor1\_Model1

9 Fold1 14.5 36 15.5 Preprocessor1\_Model1

10 Fold1 16.3 38 16.9 Preprocessor1\_Model1

Hinweis: Dieses tibble enthält der Gesamt der Prediction aus den 5 × N=20 Assessment Sets. Wie anfangs betont, sind diese 5 sets exklusiv und enthalten nicht-überlappende Fälle. Der tibble hier aggregiert die Vorhersagen für diese Personen. Dies ist leicht anschaulich durhc die id-Spalte, die von 1-5 läuft und jeweils 20 Fälle umfasst.

* **Liste der Metriken**

<https://yardstick.tidymodels.org/reference/index.html>

## The Final Test: Anwendung des Modells auf die Testdaten

* Alle bisherigen Prozesse waren auf die Trainingsdaten bezogen. Die Metriken waren ebenfalls (nur) Metriken der Trainingsdaten (wenn auch im nicht-trainierten Teil des Assessmen Sets). Nun kommt aber die finale Frage: Kann mit dem Modell und seinen Parametern auch die Daten im Test Set vorhergesagt werden?
* Dies macht man dann schlicht über das Nutzen der last\_fit() Funktion, die bereits im TT-Only-Fall zur Anwendung kam.

Dabei wird das Modell noch einmal auf das gesamte Training Set gefittet, um das gesamte N (und nicht nur das der folds) zu nutzen. Später (beim Tuning von Hyperparametern wird dabei das „Gewinnermodell“ gewählt.

### Fitting des Modells

lm\_fit\_tt <- last\_fit(lm\_spec,

advertising\_rec,

advertising\_split)

### Extraktion der Metriken aus dem Test Set

lm\_fit\_tt %>%

collect\_metrics()

* + Im Gegensatz zum collect\_metrics im vorherigen Abschnitt sind dies die Performance-Metriken aus dem Test Set, dass niemals zuvor beim Fitten des Modells eine Rolle gespielt hatte.
  + Diese Moment dient dazu, den späteren eigentlichen Use-Case vorwegzunehmen oder zu simulieren, in dem das Model „in production“ geht (also für neue Daten genutzt wrid.)

### Extraktion der Predictions im Test Set

* Wie vorher kann es interessant (oder bei einem misfit) notwendig sein, die tatsächlichen predictions zu extrahieren.
* Dies ist im Grunde nur die Wiederholung aus Abschnitt 2.4.2.2

lm\_fit\_tt %>%

collect\_predictions()

# A tibble: 100 × 5

id .pred .row sales .config

<chr> <dbl> <int> <dbl> <chr>

1 train/test split 20.4 1 22.1 Preprocessor1\_Model1

2 train/test split 12.3 2 10.4 Preprocessor1\_Model1

3 train/test split 17.5 4 18.5 Preprocessor1\_Model1

4 train/test split 11.8 7 11.8 Preprocessor1\_Model1

5 train/test split 10.4 13 9.2 Preprocessor1\_Model1

6 train/test split 9.00 14 9.7 Preprocessor1\_Model1

* Es gibt noch einen weiteren Weg, wie man die predicted values in den **kompletten** Datensatz (mit den Prädiktoren) bekommt. Darauf wird in einem späteren Kapitel noch mal eingegangen, weil hier die enorm hilfreiche predict() Funktion benutzt wird:

lm\_spec %>%

fit(sales ~ ., data = advertising\_train) %>%

predict(., new\_data = advertising\_test) %>%

bind\_cols(advertising\_test)

* + Hier wird last\_fit() quasi in seine Einzelbestandteile zerlegt:

1. fit() fittet das Modell auf die Trainingsdaten
2. predict() nimmt dieses Modell und sagt damit die Y-Werte in den Testdaten voraus—auf Basis der dort befindlichen X-Werte
3. Abschließend werden die predicted values mittels bind\_cols mit den Variablen aus dem Test Set integriert

# A tibble: 100 × 5

**.pred** TV radio newspaper sales

<dbl> <dbl> <dbl> <dbl> <dbl>

1 20.4 230. 37.8 69.2 22.1

2 12.3 44.5 39.3 45.1 10.4

3 17.5 152. 41.3 58.5 18.5

4 11.8 57.5 32.8 23.5 11.8

5 10.4 23.8 35.1 65.9 9.2

6 9.00 97.5 7.6 7.2 9.7

7 18.4 204. 32.9 46 19

8 12.4 67.8 36.6 114 12.5

9 10.0 69.2 20.5 18.3 11.3

10 14.3 147. 23.9 19.1 14.6

## Hinweis: Parallel processing

Die Modelle brauchen je nach Komplexität sehr sehr lang. Mit parallel processing geht das schneller (in einem Video um den Faktor 2.7x)

Die einfachste Version ist, die folgende Zeile dem Modell-Training (z.B. duch fit\_resamples() ) vorzuschalten

doParallel::registerDoParallel()

Hilfreich ist, die Zeit zu messen durch

start\_time <- Sys.time()

<modell lauf>

end\_time <- Sys.time()

end\_time - start\_time

# Das Workflow Package

* Anstatt das recipe und die Model-Spezfikation getrennt anzusprechen, kann man sie in einem workflow bündeln (Julia Silge: "like lego blocks")
* Geht mit dem gleichnamigen package “workflow”. Dabei wrid das recipe und die Model-spezfikation in einem eigenen workflow-Objekt zusammengefasst. Ähnlich zu andere Objekten zuvor haben wir damit eine Art Steuuerungsobjekt
* Beim Modelfitting brauchen dann das recipe und das model nicht explizit genannt zu werden—stattdessen wird das workflow-Objekt in der jeweiligen fit-Funktion (z.B. fit\_resamples angesprochen.
* Wie im ersten Kapitel beschrieben basiert das folgende auf dem advertising-Datensatz aus James et al.‘s Regressionskapitel
* Bis zu Punkt 3.5 ist alles eine Wiederholung

## Import der Daten

library(ISLR)

advertising\_data <-

read\_csv("https://www.statlearning.com/s/Advertising.csv") %>%

select(-1)

## Split der Data

set.seed(123)

advertising\_split = initial\_split(advertising\_data, prop=.5)

advertising\_train = training(advertising\_split)

advertising\_test = testing(advertising\_split)

advertising\_cv <- vfold\_cv(advertising\_train, v=5)

## Create the Recipe

advertising\_rec <- recipe(sales~. , data = advertising\_train) %>%

step\_normalize(all\_numeric\_predictors())

## Specify the Model

lm\_spec <- linear\_reg() %>%

set\_engine("lm")

## NEU: Add to Workflow

* Nun wird das workflow-Objekt gebildet in dem
  + Die worfklow()-Funktion angewendet wrid—gefolgt von
  + add\_recipe()
  + add\_model()

advertising\_wf <- workflow() %>%

add\_recipe(advertising\_rec) %>%

add\_model(lm\_spec)

* Ergebnis ist das workflow-Objekt, dass alle Dinge enthält:

══ Workflow ════════════════════════════════════════════════════════════════

Preprocessor: Recipe #Check 1: ist vorhanden

Model: linear\_reg() #Check 2: ist vorhanden

── Preprocessor ────────────────────────────────────────────────────────────

1 Recipe Step

• step\_normalize() #Check3: Alle gewünschten operationen drin

── Model ───────────────────────────────────────────────────────────────────

Linear Regression Model Specification (regression)

Computational engine: lm

* Hinweise:
  + Hat man keine preprocessing-Schritte, kann man sich das recipe sparen und die model formula direkt mit add\_formula(y ~ .) dem workflow hinzufügen. Ich persönlich halte mich allerdings aus Gründen der Vereinfachung an den allgemeinen Prozess und würde auch hier ein Recipe erstellen.
  + Workflows erlauben auch, dass man effizient mehrere model specs vergleichen kann. Dabei wird ein generischeer workflow erstellt, der allerdings **nur das recipe** enthält (keine model spec)—während dann die beiden (oder mehrere) Modelle flexibel durch add\_model() im Fitting-Prozess hinzugefügt werden.
  + Eine Erweiterung des einfachen worfklows (das ich hier aber nur aus Vollständigkeitsgründen erwähne) ist das **workflow set** (siehe dieses [Kapitel](https://www.tmwr.org/workflow-sets.html) im Tidymodels Buch). Dies erlaubt, eine größere Anzahl von Recipe’s und Modell-Spezfikationen systematisch durchlaufen zu lassen ohne für jede denkbare Kombinationen einen eigenen workflow gefolgt von spezifischen fit-commands und Extraktionen vornehmen zu müssen. Stattdessen wird die jeweilige fitting funktion auf das set angewendet und alle Kombinationen durchprobiert und in einem einzigen komplexen tibble integriert. Ergebnis sind informationen darüber nicht nur über die den besten Modelltyp, sondern auch das sinnvollste preprocessing.

## Fit the Data

* Beim Trainieren des Modells an den Trainingsdaten muss nun nicht mehr das Recipe und Modell erwähnt werden—der Bezug auf den WF reicht:

advertising\_rs <- fit\_resamples(

advertising\_wf #workflow (Recipe + Model spec)

advertising\_cv, #Daten

control = control\_resamples(save\_pred = TRUE, verbose=TRUE))

* Einzig die Daten müssen erwähnt werden—hier die CV folds

## Evaluate the Model

advertising\_rs %>%

collect\_metrics()

Nichts Neues gegenüber dem vorherigen Kapitel.

## The Final Test

* Genau wir im vorherigen Kapitel wird hier die last\_fit()-Funktion verwendet um das Modell auf den gesamten Trainingsdaten zu fitten aber anhand der Testdaten zu evaluieren.
* Allerdings wird last\_fit() nun auf das workflow-Objekt angewendet (und nicht mehr wie vorhrer getrennt auf das recipe und model spec)

final\_advertising\_rs <- last\_fit(

advertising\_wf,

advertising\_split)

final\_advertising\_rs %>%

collect\_metrics()

# A tibble: 2 × 4

.metric .estimator .estimate .config

<chr> <chr> <dbl> <chr>

1 rmse standard 1.75 Preprocessor1\_Model1

2 rsq standard 0.875 Preprocessor1\_Model1

# Klassifikation

* Die bisherigen Themen wurden an hand der linearen Regression mit einem quantitativen Outcome durchgeführt. Dementsprechend waren die Performance-Metriken Rsquare und RMSE
* Jetzt kommt eine Klassifikation—am Beispiel der **logistischen Regression.**
* Genau wie in den ersten Kapiteln wird das am Beispiel der Daten im entsprechenden James et al. Kapitel illustriert (die default-Daten)
* Nachdem wir mit dem Rsquare und RMSE zentrale Performance-Metriken für eine Regressions-Aufgabe kennengelernt haben, soll es in diesem Kapitel um die Performence Metrik bei Klassifikatiosnaufgaben gehen. Hier ist das die
  + **Akkuratheit bzw. die Anzahl der korrekt klassifizierten Fälle**
  + die **ROC Kurve.**

Diese sind inPunkt 4.7 behandelt—bis dahin ist alles eine weitere Wiederholung.

* Der ganze R-workflow kann man [hier](https://raw.githubusercontent.com/IcarusAE/BusinessAnalytics/main/Rscripts/Default_Beispiel.r) herunterladen (wobei nicht ganz: Der code öffnet sich im Browser—kann aber von dort in R kopiert werden)

## Import der Daten

library(ISLR)

data("Default")

default <- as\_tibble(Default) #Mit kleinem Anfangbuchstaben und als tibble

# A tibble: 10,000 × 4

default student balance income

<fct> <fct> <dbl> <dbl>

1 No No 730. 44362.

2 No Yes 817. 12106.

3 No No 1074. 31767.

4 No No 529. 35704.

5 No No 786. 38463.

6 No Yes 920. 7492.

7 No No 826. 24905.

8 No Yes 809. 17600.

9 No No 1161. 37469.

10 No No 0 29275.

## Split the data

set.seed(123)

default\_split <- initial\_split(default, strata = default)

default\_train <- training(default\_split)

default\_test <- testing(default\_split)

default\_cv <- vfold\_cv(default\_train)

* Diesmal als Demonstration das strata-Argument, damit die AV im Trainings und Test Set gleich verteilt ist (wegen des sehr großen Ns nicht wirklich notwendig)
* Die default-Einstellung der volfd\_cv()-Funktion führt zu 10 folds

## Create the recipe

* Hier ist jetzt die Besonderheit, dass wir numerische Prädiktoren (balance und income) und kategoriale (student) haben. Daher werden zwei in solchen Fällen routinemäßig verwendeten steps angewandt:

default\_rec <- recipe(default ~ ., data = default\_train) %>%

step\_normalize(all\_numeric\_predictors()) %>%

step\_dummy(all\_nominal\_predictors())

Wichtig ist hierbei dass—wenn man wirkliche dummies möchte (also 0/1 kodierte Variablen)—dass step\_dummy nach der Standardisierung durch step\_normalize kommt, ansonsten wird über die 0en und 1en hinweg standardisiert und man bekommt negative und positive Abweichungen vom (unsinnigen) Mittelwert.

Wie immer sinnvoll: Ein check des presprocessings:

default\_rec %>%

prep() %>%

juice()

A tibble: 7,500 × 4

balance income default student\_Yes

<dbl> <dbl> <fct> <int>

1 -0.627 0.153 No 0

2 -0.0923 0.360 No 0

3 -0.00916 -0.657 No 0

4 -0.0443 -1.21 No 1

5 0.691 0.286 No 0

6 -1.73 -0.329 No 0

7 -1.73 -0.885 No 1

8 -1.24 -0.406 No 0

9 -0.465 0.850 No 0

10 0.590 -0.739 No 0

## Specify the model

logreg\_spec <- logistic\_reg() %>%

set\_engine("glm")

## Add to workflow

default\_wf <- workflow() %>%

add\_recipe(default\_rec) %>%

add\_model(logreg\_spec)

## Fit the Data

default\_rs <- fit\_resamples(

default\_wf,

default\_cv,

control = control\_resamples(save\_pred = TRUE, verbose=TRUE))

## NEU: Evaluieren der Klassifikationsgüte

* Im Fall der linearen Regression wurden mittels collect\_metrics der RMSE und R-Quadrat ausgegeben. Wendet man die Funktion auf ein Model mit dem Modus „classification“, werden automatisch
  + Der Accuracy-Wert (Prozent der korrekt klassifizierten Fälle)
  + Und der ROC (receiver-Operator-Characteristic ausgeben.

default\_rs %>%

collect\_metrics()

A tibble: 2 × 6

.metric .estimator mean n std\_err .config

<chr> <chr> <dbl> <int> <dbl> <chr>

1 accuracy binary 0.974 10 0.00220 Preprocessor1\_Model1

2 roc\_auc binary 0.953 10 0.00438 Preprocessor1\_Model1

* Besonders der accuacy-Wert täuscht hier schnell—v.a. dann, wenn das target ungleich verteilt war (was hier der Fall ist, da es von den 10,000 Fällen nur 333 Personen gab, die ihre Kreditkarte überzogen haben).
* In der Regel will man daher eine sog. **Confusion matrix** erstellen um zu analysieren ob man eher false positives oder false negatives erzeugt hat. Ein weiteres Evaluationsmaß ist die ROC-Kurve
* Beide bassieren auf den predicted classes

### Extraktion der Klassifikationen

* Sowohl die Confusion Matrix als auch die ROC-Curve basiert auf einem tibble, in dem die predicted classes mit den tatsächlichen integriert wurden. Wie das geht, wurde in Kapitel 2.4.3.2 gezeigt—nämlich über die Extraktion der predictions, die in jedem der folds auf Basis des Trainings des Modells im Analysis Set für die Daten im Assessment Set gebildet wurden:

default\_rs %>%

collect\_predictions()

# A tibble: 7,500 × 7

id .pred\_No .pred\_Yes .row .pred\_class default .config

<chr> <dbl> <dbl> <int> <fct> <fct> <chr>

1 Fold01 0.998 0.00203 6 No No Preprocessor1\_Model1

2 Fold01 1.00 0.0000194 16 No No Preprocessor1\_Model1

3 Fold01 1.00 0.000205 17 No No Preprocessor1\_Model1

4 Fold01 1.00 0.0000727 19 No No Preprocessor1\_Model1

5 Fold01 0.998 0.00241 22 No No Preprocessor1\_Model1

6 Fold01 0.998 0.00178 39 No No Preprocessor1\_Model1

7 Fold01 1.00 0.000345 71 No No Preprocessor1\_Model1

8 Fold01 0.985 0.0150 77 No No Preprocessor1\_Model1

9 Fold01 0.986 0.0141 116 No No Preprocessor1\_Model1

10 Fold01 0.998 0.00154 122 No No Preprocessor1\_Model1

* Das N von 7,500 ist die Summe der einzelnen **Assessments sets** für die Predictions gemacht worden waren (und in der Summe daher für den gesamten Trainingsdatensatz)

### Confusion matrix

default\_rs %>%

collect\_predictions() %>%

conf\_mat(default, .pred\_class)

Truth

Prediction No Yes

No 7222 164

Yes 33 81

* Wie man sieht, ist die sehr hohe Akkuratheit der Gesamt-Klassifikation im Großen und Ganzen durch die sehr gute Vorhersage der „No default“-Fälle geschehen, während die defaults immerhin mit 2/3 vorhergesgt werden. Im nächsten Kapitel wird es ein deutlich schlechteres Ergebnis geben. Bei so einem großen Datensatz wie diesem könnte man daher ein downsampling der no-default-Fälle erwägen.
* Ohne unnötig verwirren zu wollen, sieht man für die Confusion matrix oft diesen Befehl hier:

default\_rs %>%

unnest(.predictions) %>%

conf\_mat(default, .pred\_class)

Der ist aber im Grunde idenisch, weil collect\_predictions nichts Weiteres ist, als aus dem results-tibble die Spalte mit den predictions (".predictions") a) zu selekieren und b) zu „un-nesten“)

* Hinweis: Für Modelle, die zwar resampling (CV oder boostrapping) verwenden, aber kein HP tuning (siehe Kapitel 5) gibt es noch die etwas Version conf\_mat\_resampled(), die die Mittelwerte der Anzahl der Klassifikationen über die folds liefert. M.E. hat das keinen Mehrwert.

default\_rs %>%

conf\_mat\_resampled()%>%

spread(Truth, Freq)

### Plot der ROC curve

default\_rs %>%

collect\_predictions() %>%

group\_by(id) %>%

roc\_curve(default, .pred\_No) %>%

ggplot(aes(1- specificity, sensitivity, color=id))+

geom\_abline(lty = 2, color="gray80", size=1.5)+

geom\_path(show.legend = FALSE, alpha = 0.6, size = 1.2)+

coord\_equal()
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* **Interpretation**
  + Dashed line: Guessing
  + Ergo sind Modelle in der linken oberen Hälfte besser als guessing.
  + Die „area under the curve“ ist ein Maß für die Nützlichkeit des Tests/Models
  + Zentral sind die beiden Begriffe **sensivity** und **specificity**
  + **Sensititivity** ist der Prozentsatz der Kranken, die entdeckt werden: true positives / alle Kranken bzw. true positives / (true positives + false negatives)
  + **Specificity** ist der Prozentsatz der Gesunden, für die nicht Alarm geschlagen wird: true negatives / alle Gesunden oder true negatives / (true negatives + false positives)
  + In der Regel berechnet man die "false positive rate" durch "1-specificity"
  + Beide sind aber nicht starr, sondern können mit einem **Threshold** variieren, den man für die Entscheidung jemand als „default“ zu kennzeichnen wählen muss. Im James etal. Kapitel über Klassifikation war dieser threshold p = .5. Je höher er ist, um so sicherer wird man false positives (=0) vermeiden—man übersieht aber immer mehr true positives (die dann false negatives werden)
  + Damit zeigt die ROC, wie stark bei einer (erwünschten) Steigerung der sensitivität auch die false positive rate steigt. Daher ist eine Kurve erwünscht, die stark entlang der links-oberen Eckeverläuft, weil dies bedeutet, dass die Sensitivity dynamischer ansteigt also die Fehlerrate

### Weitere Metriken

* Es gibt noch weitere Metriken, die besser als accuracy sind (basieren alle auf der Confusion matrix)
* **Precision:** Wie genau sagt man die True Positives (TP)—z.B. die tatsächlich Kranken--voraus → Anteil der TP an den als positiv klassifizierten Fällen
  + **Recall:** Anzahl der TP an allen Kranken, zu denen auch die FN gehören (also diejenigen die krank sind aber als nicht-krank klassifiziert wurden
  + **F1 score:** Precision und Recall haben eine inverse Beziehung: Wenn die Precision steigt, sinkt der Recall und umgekehrt. Der F1-Score betrifft das optimale Verhältnis beider und ist im Idealfall 1.0
* Welche Metriken man nimmt, hängt vom konkreten Fall ab und, ob man eher interessiert ist die FP oder die FN zu reduzieren. Im Fall „Diagnose einer Krankheit“ sind es die FN (lieber eine gesunde Person als krank diagnostiziert als eine kranke Person zu übersehen). D.h.
* Wenn die Priorität die Reduktino der FN sind, dann ist Recall das Maß
  + Wenn die Priorität der Reduktion der Fehlalarme (FP) ist, dann ist es Precision
  + Will man eigentlich beides und strebt einen Kompromiss an, dann ist es der F1-score
* Mehr Infos unter
  + <https://medium.com/data-reply-it-datatech/imbalanced-classification-in-fraud-detection-8f63474ff8c7>
  + <https://medium.com/mlearning-ai/evaluating-classification-models-simplified-b5929146504e>

## The Final Test

* Wie auch in den vorherigen Kapiteln wird der gesamte workflow beendet mit einem
  + Training des Modells über alle Trainingsdaten und
  + der Evaluation an den Testdaten

### Training des Modells

default\_final <- default\_wf %>%

last\_fit(default\_split)

### Extraktion der Performance Metriken

default\_final %>% collect\_metrics()

# A tibble: 2 x 4

.metric .estimator .estimate .config

<chr> <chr> <dbl> <chr>

1 accuracy binary 0.971 Preprocessor1\_Model1

2 roc\_auc binary 0.940 Preprocessor1\_Model1

### Test confusion matrix

default\_final %>%

collect\_predictions() %>%

conf\_mat(default, .pred\_class)

Truth

Prediction No Yes

No 2405 65

Yes 7 23

### ROC curve

default\_final %>%

collect\_predictions() %>%

roc\_curve(default, .pred\_No) %>%

ggplot(aes(x = 1 - specificity, y = sensitivity)) +

geom\_line(size = 1.5) +

geom\_abline(

lty = 2, alpha = 0.5,

color = "gray50",

size = 1.2 ) +

coord\_equal()+

theme\_bw()
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# Hyperparameter (HP) tuning

* Grundlage: [Kapitel](https://www.tidymodels.org/start/tuning/) 4 über Tune model parameters im Tidymodels-Buch

## Background

* Hyperparameter (HP) sind Parameter von Modelltypen, die man variieren kann, um die Vorhersagbarkeit zu erhöhen. [Hier](https://towardsdatascience.com/comparative-study-on-classic-machine-learning-algorithms-24f9ff6ab222) ist ein netter Überblick über die gängigen Typen, ihre Vor- und Nachteile und welche HP sie haben.
* Die HP bekommt man über ?<model> z.B. ?nearest\_neighbor
* HP haben default Werte in den models (model spec). Sie können aber auch auf einen bestimmten Wert fixiert werden oder es kann ein range durchgetestet werden. Dies ist das **Tuning**
* **Beispiele** (in Klammern die tidymodels-Argumente der model specifications und der default-Wert). Wie man sieht ist das noch in progress (TDB)

|  |  |  |
| --- | --- | --- |
| **Parameter** | **Default** | **Erläuterung** |
| **KNN** |  |  |
| neighbors | 5 |  |
| weight\_func |  | Sollen die Nachbarn nach ihrer Nähe gleich gewichtet werden (→ Mittelwert) oder sollen nahe Nachbarn stärker gewichtet werden |
| dist\_power |  | Welches Distanzmaß --v.a. Euclidean vs. Manhatten (Minkowski distance order) |
| **Naïve Bayes** |  |  |
| smoothness |  | Smootness addiert Noise, um Wahrscheinlichkeiten von 0 zu vermeiden. |
| Laplace |  | Laplace correction |
| **LASSO** |  |  |
| penalty |  | ; Ausmaß in dem durch einen additiven Zusatz von || ein bias induziert wird |
| mixture | 1 | ; Mixing Komponente, die zwischen 0 (Ridge regression) und 1 (reines LASSO model) variiert. |
| **Decision tree** |  |  |
| cost\_complexity |  | Komplexitätsparameter Cp. Betrifft das Mindesmaß an Verbesserung durch einen Knoten-Split (siehe James et al., S. 331) |
| tree\_depth |  | Tiefe der Bäume (=Flexibiltät/overfitting). Definiert als „Länge des längsten Pfads vom root node zu einem terminal node“. |
| min\_n |  | Mindestanzahl der Fälle in einem Knoten, um ihn weiter zu splitten |
| **Random forest** |  |  |
| mtry | √p | Maximale Anzahl *m* von features, die per random sample aus dem Gesamtset *p* gezogen werden und die damit bei einem split berücksichtigt werden können. Der default (m = √p) hier ist in James et al. quasi die Definition von RF |
| trees |  | Anzahl der zu trees im Ensemble. Erhöht Stabilität. Regel ~ 10\*p. Tuning macht hier nicht so viel Sinn. Julia Silge nimmt meist 1000 („make sure that you have enough) |
| min\_n |  | Mindestanzahl der Fälle in einem Knoten, um ihn weiter zu splitten. Relevantester Aspekt für Overfitting |
| **XGBoost** |  |  |
| mtry |  | Sieh Random forest. Anzahl der bei jedem Tree zufällig gezogenen subsets an Prädiktoren, die zum Splitten herangezogen werden |
| trees |  | Anzahl der Trees entlang der gesamten Sequenz. |
| min\_n |  | Mindestanzahl der Fälle in einem Knoten, um ihn weiter zu splitten. Relevantester Aspekt für Overfitting |
| tree\_depth |  | Länge des längsten Pfades vom root node zu einem terminal node. In einem XGBoost model ist das meist nur 1 („stumps“) oder 2. D.h. es werden zwar mehrere Trees hintereinander geschaltet, aber jeder von ihnen ist sehr flach |
| learn\_rate |  | Shrinkage parameter . Geht von 0-1; typische Werte sind .01 oder .001 (James et al.). Speed vs. accuracy: l bestimmt die Schritte, über die das Modell seine Gewichte anpasst. Kleine Werte führen zu akkurateren Trees; können aber eine größere Anzahl von Iterationen/Trees nötig machen, was die Dauer erhöht. |
| loss\_reduction |  | „A number for the reduction in the loss function required to split further“ (nehme an, das betrifft Klassifikation, weil es dort wohl eine loss function gibt |
| sample\_size |  |  |
| **SVM (linear)** |  |  |
| cost | 1 | Budget für die Anzahl der tolerierten Punkte innerhalb der margin („costs of constraint violation“)   * + Tuning-Range : 0.0000000001 – 10,000,000,000 (der auch 1e-10 bis 1e10) |
|  |  |  |
| **SVM (nonlinear)** |  |  |
| cost |  | Budget für die Anzahl der tolerierten Punkte innerhalb der margin („costs of constraint violation“) |
| rbf\_sigma |  |  |
|  |  |  |

* In der Regel weiß man aber die optimalen Werte nicht. Die Lösung ist tuning. Dabei wird ein range von Werten durchprobiert und das beste Modell (im Rahmen der Performance Metriken im Training Set für den finalen Test mit den Test-Daten ausgewählt. Zusätzlich plottet man den Verlauf der prediction entlang der HP-Werte (siehe die vielen Beispiele in James et al.)
* Anstatt in der model specification nichts zu benennen (=Nutzen des default HP) oder einen bestimmen HP zu bestimmen, muss klargemacht werden, dass der HP getuned werden muss. Hier noch mal die Optionen am Beispiel KNN:
  + Default-Wert: knn\_spec <- nearest\_neighbors()
  + Fester Wert: knn\_spec <- nearest\_neighbors(neighbors = 10 )
  + HP Tuning: knn\_spec <- nearest\_neighbors(neighbors = tune() )
* Tuning kann auch auf bestimmte Prozesse im Recipe angewendet werden—z.B. wenn man eine PCA vorschaltet (als Teil des Precprocessing) und die Anzahl der PCs tuned. Damit wird der Preprocessing-Teil selbst Teil des ganzen—empirisch bestimmten—Auswahl-Prozesses.

## NEU: Tuning-Grid generieren

* Ein Grid ist ein möglicher Wertebereich für die HP (siehe entsprechendes Kapitel über grid-search im TM Buch: <https://www.tmwr.org/grid-search.html> )
* Dazu gibt es mehrere Funktionen. Eine davon ist grid\_regular
* Die simplelste Version ist, einfach nur die HPs zu nennen; dadurch wird ein plausibler Bereich angelegt, der spezifisch für den jeweiligen HP ist. Das levels-Argument steuert, wie viele Werte man haben möchte.
* Damit würde ich empfehlen, immer zu beginnen. In der Regel wird ein für den HP sinnvoller Bereich gewählt. Ein späterer Plot zeigt, ob es am Anfang oder am Ende einen Trend gibt, der es möglich erscheinen lässt, dass der Optimum außerhalb des Bereichs liegt. Wenn das der Fall ist, kann man über die Wahl des Bereichs (s.u.) in einen alternativen „rein-zoomen“.

Beispiel

grid\_regular(

trees(),

min\_n(),

levels=5 )

trees min\_n

<int> <int>

1 1 2

2 500 2

3 1000 2

4 1500 2

5 2000 2

6 1 11

7 500 11

8 1000 11

9 1500 11

10 2000 11

**Achtung:** Wenn man ein tree-model rechnet und den **mtry** HP tunen möchte—der hat hier eine unangenehme Sonderrolle: Da sein Wertebereich von 1-p geht und die grid-funktion nicht weiß, was p ist, muss man entweder einen Bereich wählen oder das Argument finalize(mtry(), train\_data) in die o.g. grid-Funktion einbauen (wobei train\_data die Traingsdaten sind). Das ist einfach um der Funktion eine Info über p zu geben. Macht man das nicht bekommt man einen Fehler (der das o.G. ja sagt)

Error in `grid\_regular()`:

! These arguments contains unknowns: `mtry`. See the `finalize()` function.

* Wenn man einen bestimmten Bereich **manuell bestimmen** möchte, geht das über das range-Argument

grid\_regular(

trees(range = c(1000, 5000)),

min\_n(range = c(2, 100)),

levels=5)

Hier wird bei den treees 5 tree-Anzahlen zwischen 1000 und 5000 angelegt (also in 1000er Schritten)

trees min\_n

<int> <int>

1 1000 2

2 2000 2

3 3000 2

4 4000 2

5 5000 2

6 1000 26

7 2000 26

8 3000 26

9 4000 26

10 5000 26

Wie man sieht ist die erste Version schneller/einfacher. Die zweite bietet mehr Kontrolle (d.h. eventuell erst mal testen und einen zweiten Lauf mit sinnvolleren Werten machen)

* Achtung: Gerade die Kombination zweier HP-Parameter (über Kombinationen von Werte-Bereichen) und Cross-Validation erzeugt schnell eine Masse von Modellen, was extrem lang dauern kann. Daher erst mal ohne HP-tuning anfangen und dann mal mit einem kleinen Bereich anfangen. Eine Alternative ist die Funktion grid\_latin\_hypercube() bei der Bildung des Skripts, die aus dem multidimensionalen HP Raum sinnvolle Kombinationen zusammenstellt. Eine Illustration sieht man in dem Volley-ball-[Video](https://www.youtube.com/watch?v=hpudxAmxHSM&ab_channel=JuliaSilge), in dem Julia dies bei 29:30 zeigt. Hier gibt’s den code des Beispiels als R-Skript (TBD: Verlinken mit meiner github-Version)
* Hinweis: Alternativ zu grid\_regular wirden auch die expand.grid()-Funktion verwendet. Diese ist etwas flexibler. Beispiel: expand.grid(neighbors = seq(1,10, by=1))

## NEU: Train the Model mit tune\_grid()

* Bislang war fit\_resamples() die zentrale Funktion, die das Modell über die k folds der Trainingsdaten hat laufen lassen. Im Fall von HP tuning kommt jetzt **stattdessen** tune\_grid() zum Einsatz.

model\_rs <- tune\_grid(

knn\_wf, #workflow Objekt (hier mal mit einem KNN model)

grid = model\_grid, #angelegtes Grid (Wertebereich der HP)

resamples= mtcars\_cv #Daten

)

* Wenn man nun mittels collect\_metrics() die Metriken abfragt, bekommt man für jeden der getuned HPs die Metrik (und kann diese auch schön plottten). Daraus wählt man das Gewinnermodell.

# Metriken komfortabel plotten

model\_rs %>% autoplot(

# Metriken extrahieren

model\_rs %>% collect\_metrics()

# Die besten 5 Modelle anzeigen

model\_rs %>% show\_best(n = 5)

## NEU: Finalisieren (updaten) des workflows für das finale Modell

* Der workflow enthält bislang die Information, dass ein oder mehrere HP getuned werden sollen. Da das Rennen gelaufen ist und ein Sieger feststeht, muss—bevor das Modell final gefittet werden kann, dieser tune()-Befehlt durch den tatsächlcih besten HP-Wert ersetzt werden. Das mach man nicht manuell sondern mittels der select\_best()-Funktion

best\_knn <- model\_rs %>%

select\_best(metric="accuracy")

* Mit diesem wird der Workflow nun finalisiert

final\_lm\_wf <- finalize\_workflow(

knn\_wf, #Alten Workflow wählen (in dem noch "tune()" steht)

best\_knn) #Objekt mit dem besten HP angeben

* Dieses Objekt wird dann mittels last\_fit() final am Testdatensatz evaluiert.

knn\_testfit <- final\_jsat\_wf %>%

last\_fit(jsat\_split)

knn\_testfit %>%

collect\_metrics()

## Vollständiges Beispiel mit KNN

Beispiel soll hier ein KNN mit einem Datensatz sein, der mögliche Prädiktoren von Arbeitszufriedenheit enthält.

Daten einlesen mit

jsat\_data<- read\_rds("https://gmudatamining.com/data/employee\_data.rds")

* Die Daten stammen aus einem data science Lehrprojekt. Variablenbeschreibungen finden sich [hier](https://www.gmudatamining.com/data-analysis-project.html). Das zentrale outcome job satisfaction ist ein factor mit vier leveln (von low bis very high). Ergo ist die Aufgabe eine Klassifikationsaufgabe.
* Zu den Vor-Checks gehört hier
  + Check der Formate (dbl vs. fct), z.B. mittels str(jsat\_data)
  + Check der Balance der AV mittels count(job\_satisfaction). Hier könnte man tatsächlich ein upsampling erwägen

jsat\_data %>% count(job\_satisfaction)

job\_satisfaction n

<fct> <int>

1 Low 289

2 Medium 280

3 High 442

4 Very High 459

### Split the Data

* **Splitten**

set.seed(123)

jsat\_split = initial\_split(jsat\_data, prop=.7)

jsat\_train = training(jsat\_split)

jsat\_test = testing(jsat\_split)

* **CV-Folds bilden**

set.seed(345)

jsat\_cv = vfold\_cv(jsat\_train, v = 10)

### Create the Recipe

* **Recipe generieren**

jsat\_rec = recipe(job\_satisfaction ~ ., data= jsat\_train) %>%

step\_normalize(all\_numeric\_predictors()) %>%

step\_dummy(all\_nominal\_predictors()) %>%

themis::step\_smote(job\_satisfaction)

* + step\_dummy() kommt hier nach normalize, weil sonst über die dummies normalisiert würde (was ihnen einen mix aus negativen und positiven Werten verschafft. Dies ändert zwar nichts an deren Funktionalität, wiederspricht aber dem dummy Konzept
  + Schließlich wird mit step\_smote() ein upsampling vorgenommen, da es doppelt so viele Zufriedene wie Unzufriedene gibt (smote ist die multiclass-Version von step\_rose)
* **Testweise mal anschauen** (mittels prep und juice)

jsat\_rec %>%

prep() %>%

juice()

### NEU: Specify the model

* Hier kommt jetzt die Spezfikation, dass HP getuned werden sollen

knn\_spec <- nearest\_neighbor(

neighbors = tune()

) %>%

set\_mode("classification") %>% #wichtig, da KNN beides kann

set\_engine("kknn")

* Anstelle neighbors = 10 etc. wird hier mit tune() klargemacht, dass ein Bereich getestet werden soll.
* Ruft man knn\_spec auf bekommt man die Übersicht

K-Nearest Neighbor Model Specification (classification)

Main Arguments:

neighbors = tune()

Computational engine: kknn

### Add to Workflow

* Nun wird das recipe und die model spec dem worflow hinzugeüfhrt
* Teaser für das nächste Kapitel: Wenn man mehrere Modelle vergleichen will, kann an die model spec hier weglassen und die model-specs der zu-vergleichenden Modelle später mittels pipe operators flexible ansprechen. Alternativ müsste man model #1 entfernen (remove\_model()) und das andere hinzufügen.

knn\_wf <- workflow()%>%

add\_recipe(jsat\_rec) %>%

add\_model(knn\_spec)

### NEU: Generate Tuning-Grid

* Nun generiert man ein sog. „grid“ von HP-Kandidaten. Da in dem Beispiel hier nur der K-Wert getuned werden soll ist das eine simple Liste.
* Hinweis: Als eine Daumenregel für die adequate K-Anzahl dient sqrt(N). In dem Fall hier ist das N = 9,000 = 94.

Ich hatte im ersten Lauf eine 10er Sequenz von 1 bis 100, musste die aber schnell anpassen, weil die Akkuratheitswerte immer mehr anstiegen (um es vorweg zu nehmen: Kein gutes Zeichen)

knn\_exp\_grid = expand.grid(neighbors = seq(1,400, by=20))

### NEU: Fit the Data and Tune HPs

knn\_rs <- tune\_grid(

knn\_wf, # workflow mit recipe und preproc-Anweisungen

resamples = jsat\_cv, # Daten (10 CV folds)

grid = knn\_exp\_grid, # tuning grid

control = control\_resamples(save\_pred = TRUE, verbose=TRUE)

)

### NEU: Evaluate the Model in the Assessment Set

* Jetzt kommt der große Unterschied zu den bisherigen non-tuning-Beispielen: Da das Modell ja nicht nur über 9 der 10 folds gelaufen und am 10. evaluiert wurde, sondern dies alles auch noch Dutzende Male für jeden der 20 HP-Kandidaten (von K=1 bis K = 381), bekommt man jetzt die über die folds gemittelten Metriken für jeden der HP Kandiaten.
* Da das knn\_res-Objekt für mehrere der folgenden Prozesse zentral ist, hier eine Erläuterung seiner Inhalte:

knn\_rs %>% select(-.notes) #Ich schließe mal die irrelante .notes-Spalte aus

# A tibble: 10 × 4

splits id .metrics .predictions

<list> <chr> <list> <list>

1 <split [926/103]> Fold01 <tibble [40 × 5]> <tibble [2,060 × 9]>

2 <split [926/103]> Fold02 <tibble [40 × 5]> <tibble [2,060 × 9]>

3 <split [926/103]> Fold03 <tibble [40 × 5]> <tibble [2,060 × 9]>

4 <split [926/103]> Fold04 <tibble [40 × 5]> <tibble [2,060 × 9]>

5 <split [926/103]> Fold05 <tibble [40 × 5]> <tibble [2,060 × 9]>

6 <split [926/103]> Fold06 <tibble [40 × 5]> <tibble [2,060 × 9]>

7 <split [926/103]> Fold07 <tibble [40 × 5]> <tibble [2,060 × 9]>

8 <split [926/103]> Fold08 <tibble [40 × 5]> <tibble [2,060 × 9]>

9 <split [926/103]> Fold09 <tibble [40 × 5]> <tibble [2,060 × 9]>

10 <split [927/102]> Fold10 <tibble [40 × 5]> <tibble [2,040 × 9]>

* + Jede Zeile ist eines der 10 folds—in jedem wurden 20 K-Werte getestet
  + In jedem fold wurden 2 Metriken berechnet (accuracy und roc\_auc)—daher 2x20 = 40 (genestete) Zeilen in der .metrics-Spalte.
  + Die .prediction-Spalte enthält schließlich für jeden der 103 Personen im Assesments Set (siehe Spalte „splits“) ihren tatsächlichen und predicted job satisfaction Wert—und das für jeden der 20 HP (→ 20 HP x 103 = 2,060). Diese Teil ist die Grundlage der confusion matrix unten.
* **Auflistung der Metriken**

knn\_rs %>% collect\_metrics() %>%

select(neighbors, .metric, mean) #ich wähl nur die relvanten Variablen

neighbors .metric mean

<dbl> <chr> <dbl>

1 accuracy 0.249

1 roc\_auc 0.489

21 accuracy 0.234

21 roc\_auc 0.477

41 accuracy 0.229

41 roc\_auc 0.480

61 accuracy 0.230

61 roc\_auc 0.487

81 accuracy 0.223

81 roc\_auc 0.490

* + Für jedes K gibt es accuracy und roc\_auc-Mittelwerte (über die Assessment-Sektionen der 10 folds).
  + Da multi-kategoriale Klassifikationen ist roc\_auc nicht sinnvoll ist (Quelle: [Video](https://www.youtube.com/watch?app=desktop&v=864iNqFNzc0&ab_channel=AndrewCouch) von Andrew Couch); daher kann man die ignorieren / rausfiltern
* Die Entscheidung kann man mittels plot am ehesten treffen

Die einfachste Version ist autoplot()

autoplot(knn\_rs)

Oder auch aufwändiger

knn\_rs %>%

collect\_metrics() %>%

filter(.metric == "accuracy") %>%

ggplot(aes(neighbors, mean)) +

geom\_line() +

geom\_point(size = 2)+

labs(x = "Number of Neighbors (K)", y = "Mean Accuracy across 10 CV

folds")+

theme\_minimal()
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* **Was ist das beste Modell?**

knn\_rs %>%

select\_best(metric="accuracy")

→ K = 1

* Hinweis: Eine ROC Kurve gibt es bei multi-class-Modellen nicht
* **Confusion matrix** (mit den Trainingsdaten)

Für die confusion matrix wählen wir aus dem gesamten Set der getunten Model (insgesamt 20 Modelle gefittet über

knn\_rs %>%

unnest(.predictions) %>%

filter(neighbors=="1") %>% #Auswahl des besten Modells

conf\_mat(job\_satisfaction, .pred\_class)

Truth

Prediction Low Medium High Very High

Low 36 42 63 69

Medium 41 30 70 53

High 59 66 84 97

Very High 68 48 97 106

* Die Matrix zeigt:
  + Generell sehr schlechte Vorhersage, da das Verhältnis der Werte auf der Diagonale zu den Spaltensummen (Missklassifikationen) sehr schlecht ist. Das ist am dramatischsten, wenn Unzufriedene als hochzufrieden klassifiziert wurden oder vice versa. Dies zeigt einfach, dass das Modell nicht prädiktiv ist
  + Daher auch der K=1-Wert als bestes Modell, weil das Modell alles tut (Maximierung der Flexibilität) um die Prädiktion zu erhöhen.
  + Gegenüber einem (nicht hier gezeigten) Modell ohne Upsampling ist der Anteil der korrekt klassifizierten Unzufriedenen höher als ohne, was die Wichtigkeit von Upsampling (oder downsampling) zeigt.
* **Training confusion matrix bei CV + HP tuning:** Anstatt die Auswahl des besten Modells wie oben über filter = zu regeln, gibt es in die conf\_mat\_resampled() Funktion und dort das Argument „parameters=“. Dort kann man einfach das Objekt aus der select\_best() Funktion nehmen! Das ist gerade dann sinnvoll, wenn das beste Modell eine Kombination aus mehreren HPs war. Hier ein Beispiel aus einem penalized regression model

log\_rs %>%

conf\_mat\_resampled(parameters = best\_auc)%>%

spread(Truth, Freq)

* + Hier war log\_rs der gefittete workflow:

# Tuning results

# 5-fold cross-validation

# A tibble: 5 × 5

splits id .metrics .notes .predictions

<list> <chr> <list> <list> <list>

1 <split [935/234]> Fold1 <tibble [100 × 5]> <tibble [0 × 3]> <tibble [11,700 × 7]>

2 <split [935/234]> Fold2 <tibble [100 × 5]> <tibble [0 × 3]> <tibble [11,700 × 7]>

3 <split [935/234]> Fold3 <tibble [100 × 5]> <tibble [0 × 3]> <tibble [11,700 × 7]>

4 <split [935/234]> Fold4 <tibble [100 × 5]> <tibble [0 × 3]> <tibble [11,700 × 7]>

5 <split [936/233]> Fold5 <tibble [100 × 5]> <tibble [0 × 3]> <tibble [11,650 × 7]>

* + best\_auc war ein bestimmter penality-Wert. Der war vorher mit select\_best generiert/ausgewählt und kann hier angesprochen werden.
  + Ergebnis eine confusion matrix, die den Mittlewetrt der 5 folds wiedergibt (daher die Dezimalzahlen.

# A tibble: 2 × 3

Prediction `0` `1`

<fct> <dbl> <dbl>

1 0 146. 6

2 1 71.6 9.8

### NEU: Finalize workflow

* Das bisherige workflow-Objekt jsat\_wf enthielt ja noch die Info, dass K getuned werden soll. Diese info wird jetzt ersetzt durch das best model.
* Das beste Modell (K = 1) kann man sich mit der bereits oben benutzten select\_best()-Funktion ausgeben lassen:

best\_knn <- knn\_rs %>%

select\_best(metric="accuracy")

neighbors .config

<dbl> <chr>

1 1 Preprocessor1\_Model11

* **Aktualisieren des Workflows**

final\_knn\_wf <- finalize\_workflow(

jsat\_wf,

best\_knn

)

* **Vergleich**

**jsat\_wf**

══ Workflow ═══════════════════════

Preprocessor: Recipe

Model: nearest\_neighbor()

── Preprocessor ───────────────────

2 Recipe Steps

• step\_normalize()

• step\_dummy()

── Model ──────────────────────────

K-Nearest Neighbor Model Specification (classification)

**Main Arguments:**

**neighbors = tune()**

Computational engine: kknn

**final\_jsat\_wf**

══ Workflow ═══════════════════════

Preprocessor: Recipe

Model: nearest\_neighbor()

── Preprocessor ───────────────────

2 Recipe Steps

• step\_normalize()

• step\_dummy()

── Model ──────────────────────────

K-Nearest Neighbor Model Specification (classification)

**Main Arguments:**

**neighbors = 1**

Computational engine: kknn

### Fit the Best Model on the Test Set

* Nun wird der aktualisierte workflow (mit dem besten Modell) über last\_fit() über das split-Objekt laufen lassen

knn\_testfit <- final\_jsat\_wf %>%

last\_fit(jsat\_split)

### Evaluate Model on Test Set

knn\_testfit %>%

collect\_metrics()

.metric .estimator .estimate .config

<chr> <chr> <dbl> <chr>

1 accuracy multiclass 0.270 Preprocessor1\_Model1

2 roc\_auc hand\_till 0.499 Preprocessor1\_Model1

→ Das Modell ist stabil....schlecht

* Confusion matrix test set

knn\_testfit %>%

unnest(.predictions) %>%

conf\_mat(job\_satisfaction, .pred\_class)

Truth

Prediction Low Medium High Very High

Low 12 14 18 23

Medium 16 12 21 28

High 26 31 47 35

Very High 31 37 42 48

## Hinweis zum housekeeping und Bennennung der Objekte

* Es ist sehr empfehlenswert, bei der Benennung der Objekte eine bestimmte Logik anzuwenden. Auf keinen Fall generische Begriffe verwenden, die über ggfls. Verschiedene Modelle zu ähnlich sind (model1, model2) oder sogar dieselben Begriffe zu wiederholen
* Meine persönliche Strategie, die Datenobjekte nach dem tibble zu benennen und die Modell-Objekte nach der model spec, z.B.
  + **mtcars\_split:** Split-Objekt
  + **mtcars\_train:** Trainingsset
  + **mtcars\_test:** Testset
  + **mtcars\_cv / mtcars\_boot**
  + **mtcars**\_**rec:** Recipe
  + **tree***\_***spec:** Model spec
  + **tree\_wf:** workflow
  + **tree\_grid:** HP grid
  + **tree\_rs:** Ergebnis tibble mit den getunten Ergebnissen aus dem Trainingset
  + **final\_tree\_wf:** Finalisierter workflow
  + **final\_tree\_rs:** „Gefitteter workflow“ mit predictions und metrics
* Allerdings hängt dies letztlich vom Fall ab. Es kann durchaus sein, dass es mehrere Versionen von Datensätzen, Recipes und Modelltypen gibt. Dann nutze ich Excel um alle Versionen vollständig durchzudeklinieren. Die Objektnamen können dann schnell auch mal länger werden z.B.

logR\_trm\_winner\_spec: Anwendung einer Logistischen Regression (logR) auf ein data file mit einer getrimmten AV (trm), die den Namen „winner“ hatte.

# Variable Importance

* Jenseits des prediction / classification errors will man ja meist auch wissen, welche Prädiktoren für die prediction / classification wichtig waren. Dieser Aspekt ist in den letzten Jahren insbesondere im Rahmen des Konzepts „explainable AI“ immer wichtiger geworden und wird in der Praxis v.a. bei Entscheidungen, die für Personen nachteilig sein können (z.B. Verweigerung einer Versicherung) immer wichtiger. D.h. Analysten sind gefordert, die Black box etwas zu öffnen.
* Bei einem Regressionsmodel (LS oder logistisch) ist die Einschätzung, welche Relevanz welche Prädiktoren haben, relativ simpel. Bei komplexeren (wie random forest) nicht. Dafür gibt’s das vip package (variable importance). Für einige Modelltypen (z.B. KNN) geht das allerdings (noch) nicht.
* In jedem Fall muss man sich hüten, den Prädiktoren jenseits ihrer Vorhersage-Fähigkeit irgendeine (kausale) Rolle zu geben.

## Einfacher Fall: Koeffizienten und deren Signifikanz

* Die Koeffizienten findet man im fitted workflow (gibt die Koeffizienten und p-Wert)—diesen kann man mit extract\_fit\_parsnip extrahieren (Hinweis: In älteren Videos von Julia Silge findet man die Form fit$workflow[[1]] oder pull\_workflow\_fit())

penguin\_final %>%

extract\_fit\_parsnip()%>%

tidy()

# A tibble: 7 x 5

term estimate std.error statistic p.value

<chr> <dbl> <dbl> <dbl> <dbl>

1 (Intercept) -79.5 13.5 -5.90 0.00000000369

2 speciesChinstrap -6.61 1.70 -3.89 0.000101

3 speciesGentoo -9.13 2.89 -3.16 0.00159

4 bill\_length\_mm 0.576 0.137 4.20 0.0000268

5 bill\_depth\_mm 1.36 0.373 3.64 0.000273

6 flipper\_length\_mm 0.0707 0.0538 1.31 0.189

7 body\_mass\_g 0.00509 0.00108 4.70 0.00000260

* Hinweise
  + Der **workflow**, ausdem die Koeffizienten extrahiert werden, ist eine Spalte aus dem gefitteten workflow, welches das Ergebnis der last\_fit()-Operation ist, bei der das Modell final auf die Trainingsdaten gefittet und an den Testdaten evaluiert wurde. D.h. dort sind die geschätzen Parameter drin, die sich manchmal direkt anschauen lassen (z.B. bei Regressionsmodellen) und die mittels predict() Funktion genutzt werden, um den Fit in den Testdaten zu evaluieren.
  + Für die Extraktion der Koeffizienten ist es egal, ob man das auf Basis der Trainings- oder Testdaten macht, weil sie sowieso aus dem Training im Training set resultuieren (!). Nur dort gibt es ja eine Parameter-Generierung.

## Variable importance plots bei nicht-parametrischen Modellen

* Bei nicht-parameterischen Modellen gibt es eben keine Parameter. Dafür liefert die vip()-Funktion einen plot, der die Wichtigkeit des prädiktiven Beitrags eines Prädiktors anzeigt.
* Hier mal angewendet auf das Beispiel der logistischen Regression oben.
* Hier wieder angewandt auf den finalen workflow (Achtung: Da das Modell nur im Training Set gefittet/trainiert wurde, betrifft er nur diesen)

penguin\_final %>%

extract\_fit\_parsnip() %>%

vip::vip(num\_features = 10)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAlkAAAGGCAIAAADHGgN3AAAAAXNSR0IArs4c6QAAAAlwSFlzAAAWJQAAFiUBSVIk8AAAJilJREFUeF7t3b9v48jdx3Hu8zeokwVYwG2KIL2wDlyovHsAI4WxBQulu4Oa9bqIG6c8NZtC522MbBcVLAwVgYHcliqMaKH+kCJ3gARo1el/cGb4S5REWRQpcobDN4vn8dHDme+8hvZnh+JmXz0/P1scCCCAAAIIVFjg/yo8d6aOAAIIIICAFCALuQ8QQAABBKouQBZW/Q5g/ggggAACZCH3AAIIIIBA1QXIwqrfAcwfAQQQQIAs5B5AAAEEEKi6AFlo5h2wXC51mBhlbKwCIFEQNLg9Xvg1VfDtQRbqEBnUgAACCCCgUoAsVKnP2AgggAACOgiQhTqsAjUggAACCKgUIAtV6jM2AggggIAOAmShDqtADQgggAACKgXIQpX6jI0AAgggoIMAWajDKlADAggggIBKgVf8m00q+XMb27bt3PqmYwQQQECZgOM4eYzNvjAPVfpEAAEEECiTAFlYptWiVgQQQACBPATIwjxU6RMBBBBAoEwCZGGZVotaEUAAAQTyECAL81ClTwQQQACBMgmQhWVaLWpFAAEEEMhDgCzMQ5U+EUAAAQTKJEAWlmm1qBUBBBBAIA8BsjAPVfpEAAEEECiTAFlYptWiVgQQQACBPATIwjxU6RMBBBBAoEwCZGGZVotaEUAAAQTyECAL81ClTwQQQACBMgmQhWVaLWpFAAEEEMhDgCzMQ5U+EUAAAQTKJEAWlmm1qBUBBBBAIA8BsjAPVfpEAAEEECiTAFlYptWiVgQQQACBPATIwjxU6RMBBBBAoEwCZGGZVotaEUAAAQTyECAL81ClTwQQQACBMgnom4WT/kV/cijlYniV4qpDR6E9AggggIBRAvpmoVHMTAYBBBBAQGMBvbNw3L9wj8gGUWwXt85Zwcmrh7lrvdpTio3i1XARvwDu94Z+f7JV2E14hdxnbo0XlhBb1/59aThMv7+7OI3vGUpDAAEETBPQOgtHs8b94+PjfWfW89Nw0u/NOvLc463VC0JuddK2RlO5Qq2z9mzuJuDXuXX+pr5z1aaD+Zns7b5jDboX4/DrB/fp7KTffTp3R4vUIEazbjfOiZYxJ+NH3a42tt0y22Hafcp8EEAAAVcg26/G5S5FrbOwbV/KGKtf2u3RWKbTZDzyz8m4mz59kXkXPfm203Rn2jo7db85Gc9eikKr2Xnbku3rb86b4deNU8tL0tb1451bgWggToaHn7P1y7vHa/dyecSe3GaPqzZucWrZDn5qEEAAASMFsv1qrJUxC5uNk/WyF/PZ6sRJw4u9tZNhZJ00LBGG+6IwwZ0SPNDsjfzGrev786eu9+A0fPwaezKud1Ht1rQSVEETBBBAAIEcBXTeF07nX72ZB3G3tjn7Oncfh67v2MJgFBs9a/6wZ1e4z1XmoPfcVDwj9ZLXHVHsB93j9nTwIfhoMfbk9gBiCuG09g3P9xFAAAEEihHQOQst78GotfjyNG2fyYeR4sHoyPHSRzxrbHqPP6MnHwZeQLpPPWejlx+Q7hOWweqN6x3uU1CRj9sv48SejO8+vtp9pfB9BBBAAIEcBbTOwrY1lk8i5Qss/udyrWuxF3MfUIp3VYLP8lYPKB2rHW7f5EeAp43dr83sR61f3oi3drynoR/mp013Q7eqIFJD7MkdA6zajhuRzeb+cmiBAAIIIJCTwKvn5+eculbcrfjrEA+Nu9W7LYrLiRleVNid25HXb45Yom3bR+yNrhBAAAFNBBzHyaMSM7NQpszA6ty7O0f3P4JHp6Fh0/9uHqiiz52D3lgfwmpyrIEszGlh6RYBBNQKkIVq/Us2OllYsgWjXAQQSCaQUxZq/XlhMhlaIYAAAgggkEmALMzEx8UIIIAAAgYIkIUGLCJTQAABBBDIJEAWZuLjYgQQQAABAwTIQgMWkSkggAACCGQSIAsz8XExAggggIABAmShAYvIFBBAAAEEMgmQhZn4uBgBBBBAwAABstCARWQKCCCAAAKZBMjCTHxcjAACCCBggABZaMAiMgUEEEAAgUwCZGEmPi5GAAEEEDBAgCw0YBGZAgIIIIBAJgGyMBMfFyOAAAIIGCBAFhqwiEwBAQQQQCCTgJn/lm8mEiMuXi6XtVpN+VQoY2MJAImCoMHt8cLvqIJvD/aFyvOCAhBAAAEEFAuQhYoXgOERQAABBJQLkIXKl4ACEEAAAQQUC5CFiheA4RFAAAEElAuQhcqXgAIQQAABBBQL8B6p4gXIaXjbtnPqmW4RQACBPAQcx4l2y3ukeSDTJwIIIIAAAjsFeEbKzYEAAgggUHUBsrDqdwDzRwABBBAgC7kHEEAAAQSqLkAWVv0OYP4IIIAAAmQh9wACCCCAQNUFyMKq3wHMHwEEEECALOQeQAABBBCougBZWPU7gPkjgAACCJCF3AMIIIAAAlUXIAurfgcwfwQQQAABspB7AAEEEECg6gJkYdXvAOaPAAIIIEAWcg8ggAACCFRdgCys+h3A/BFAAAEEyELuAQQQQACBqguQhVW/A5g/AggggABZyD2AAAIIIFB1AbKw6ncA80cAAQQQIAu5BxBAAAEEqi6gVxZO+hf9yfqSLIZX3rntL/avXXjN/qZ+izSjJO6chggggAACWgrolYUxRPXLu8frlpZ2FIUAAgggYIaAflk47l+4h79BPHxrZ1lie+keVw/z1SoFJ1c7T7kLHYptp9t0uBBNJ/3uYGqNekGboJat3era4osSr4bDYEzRUTi+26m7pX25gRn3ErNAAAEEyiqgXRaOZo37x8fH+86st/m4NKHxpN+bdWQfj7Y1mvoXhSfXOx4Nns5l09vTQVcM17q+7zSt9q2/E/Vrebxtjxw/1nbUMB3Mz+SI9x1r0L0Yh18/BE989zbY7HiZ7UhoRTMEEEBAE4GN33miqmy/BeOv3jVZ7bKwbV/WRbH1S7s9Gm98dphoxSbjkd+H1Xorks09xMnm+ZuYjv2msuVs7u3iVkfQz0mjOZ1/fWn0Zuet+xy3/ua8GX7dOLXCPvc22Oy9lu1IREUjBBBAQBuBjd95oq5svwXjry5LFjYbJ9lWZjGfrTqoizgKjqnYsLlHbxSJqGA40XJP3GUri6sRQAABBPQV0G1fGAbSWqYd4BeNPyvaiXjyGR537t4zeoiWmWP4gCppigACCCCgkYBuWWj5D0YXX56m7bM074+2zsJP9yYP4k0Y94ie7Psvysjz04H3iZ5oaXnPUDkQQAABBConoF0Wtq2xfJDZFe+0pPyrFOIFmPMn93moY7X9zwvFWzHy9Rj3EemscxNuC5tty1k7KT/wW71HWrnbgQkjgAAClRR49fz8XMmJy81g/8Jp3G8/LzXBw7ZtE6bBHBBAoDICjuNE5ypeAxVvvxQ2+9Jmofg7e/LvAm4czc4B2XZgFh5hxMKW1SILi7NmJAQQOIYAWXgMRfpYFyALuSMQQKBcAmqzULvPC8u1eFSLAAIIIGCAAFlowCIyBQQQQACBTAJkYSY+LkYAAQQQMECALDRgEZkCAggggEAmAbIwEx8XI4AAAggYIEAWGrCITAEBBBBAIJMAWZiJj4sRQAABBAwQIAsNWESmgAACCCCQSYAszMTHxQgggAACBgiQhQYsIlNAAAEEEMgkQBZm4uNiBBBAAAEDBMhCAxaRKSCAAAIIZBIgCzPxcTECCCCAgAECZKEBi8gUEEAAAQQyCZCFmfi4GAEEEEDAAAGy0IBFZAoIIIAAApkESvvv2meatfkXL5fLWq2mfJ6UsbEEgERB0OD2eOF3VMG3B/tC5XlBAQgggAACigXIQsULwPAIIIAAAsoFyELlS0ABCCCAAAKKBchCxQvA8AgggAACygV4d0b5EuRSgG3bufRLpwggUBIBx3HSVVrwSyu7iiy4DPaF6e4WrkIAAQQQMEeALDRnLZkJAggggEA6AbIwnRtXIYAAAgiYI0AWmrOWzAQBBBBAIJ0AWZjOjasQQAABBMwRIAvNWUtmggACCCCQToAsTOfGVQgggAAC5giQheasJTNBAAEEEEgnQBamc+MqBBBAAAFzBMhCc9aSmSCAAAIIpBMgC9O5cRUCCCCAgDkCZKE5a8lMEEAAAQTSCZCF6dy4CgEEEEDAHAGy0Jy1ZCYIIIAAAukEyMJ0blyFAAIIIGCOAFlozloyEwQQQACBdAJkYTo3rkIAAQQQMEeALDRnLZkJAggggEA6AbIwnRtXIYAAAgiYI0AWmrOWzAQBBBBAIJ0AWZjOjasQQAABBMwRKFsWLoZXF/1JCv9J/yI8roYLr4fY3lIMkeKSFFPgEgQQQACBfATKloX1y7vH69aBFjKqetbto3/cng66YRxud5VqiAMrojkCCCCAgEYC+WfhakMW7ufEqf5Q5JM8oqEUNo3u/MKTbsu1HVhc+7jhHgZW536VoK3r+441eAh2l+Ngx+iPGg4hvrgaDje+K9Zuc4hJvzuYWqOe2LDKS/p9OTO3M9mVfwRT2jV3je4JSkEAAQSqJvDq+fk5zzmLX/3jM3cnJ3KhO7fdL8XJ3qjZub+7rMsvxY7NP+s05LlIy/WLxLdvrA+RXrbaxw0nznnttucpu5c5Kb8ZNgvHjP2ubLc1o/VLTr35rHqMTj5+7tulLZfLLOvy7t27LJdzLQIIlF3g48ePZZ9CHvXXarXYbvPfF1qzufvp3Majx7bthlPrbafpNZiMR83zN/Jc/dJuj8buvurL07R95j0SbV0/ruVZXHvZLm6400ZMEPoefiHWSaM5nX/dRIr9bvyMgkuDgqMV1xunkZ635h6zNGLBshx53EP0iQACJRJI/QtEzDH1tUe8MKcydq1g3lkonkeeP3W954TRx6HNxolXkkiJMIKmA79lbxREmhU2jJnBdvu44UTI+eF1lNt414ziOw+ep4oZhUfs3I9SG50ggAACCKQRyDsLvf2ge4hXVj4EL3CuSl3MZ2E2tMPXWx7DPWDMXi28OK799nAybZ+++G+Oetdme+9zz4zC8mQOisep8rjvNGNWJzr3NIvHNQgggAACRxHIOQtFHMS/sTn1312ZiPdavCejrbP2yPGyMryq/ua86T0t3c6vuPbxw4nnsNagu3ofR77rYnXeHvo2que9c0ZbyyGSzgqfl4rvhpvT7bkfZSnpBAEEEEAgpUDOWdi6ln+BwXtEKt6RWX3g12xbjnty1rnx32pZtV2dFFuwW6vnXt59Oo+8CyrDM+w7bL9jOLmRC7rxxox/lSaJYewQbmbL90ijPdQvbzozr/aLD/PT1aeRMXNPMjJtEEAAAQRyEsj7PdLYsl94szOnaerTbUFzt21bnzlTCQIIFC/gOE66QcVL7LtetkzXYbqrCi4j531hOgOuQgABBBBAoEABJfvCAudX1aHYF1Z15Zk3Ar4A+8KDbgX2hQdx0RgBBBBAwEABstDARWVKCCCAAAIHCZCFB3HRGAEEEEDAQAGy0MBFZUoIIIAAAgcJkIUHcdEYAQQQQMBAAbLQwEVlSggggAACBwmQhQdx0RgBBBBAwEABstDARWVKCCCAAAIHCZCFB3HRGAEEEEDAQAGy0MBFZUoIIIAAAgcJkIUHcdEYAQQQQMBAAbLQwEVlSggggAACBwmQhQdx0RgBBBBAwEABstDARWVKCCCAAAIHCZCFB3HRGAEEEEDAQAH+/UIDF1VMqeB/EnoXImVsyAASBUGD2+OF378F3x7sC83MQmaFAAIIIJBcgCxMbkVLBBBAAAEzBchCM9eVWSGAAAIIJBcgC5Nb0RIBBBBAwEwBstDMdWVWCCCAAALJBXiPNLlVmVratl2mcqkVAQR2CziOUyRPwS9w7ppawWWwLyzyHmMsBBBAAAEdBchCHVeFmhBAAAEEihQgC4vUZiwEEEAAAR0FyEIdV4WaEEAAAQSKFCALi9RmLAQQQAABHQXIQh1XhZoQQAABBIoUIAuL1GYsBBBAAAEdBchCHVeFmhBAAAEEihQgC4vUZiwEEEAAAR0FyEIdV4WaEEAAAQSKFCALi9RmLAQQQAABHQXIQh1XhZoQQAABBIoUIAuL1GYsBBBAAAEdBchCHVeFmhBAAAEEihQgC4vUZiwEEEAAAR0FyEIdV4WaEEAAAQSKFCALi9RmLAQQQAABHQXIQh1XhZoQQAABBIoUIAuL1GYsBBBAAAEdBchCHVeFmhBAAAEEihTQIgsn/Yv+ZH3Wi+GVd277i1iesFlGvITDZRyFyxFAAAEEdBLQIgtjQOqXd4/XLZ2kqAUBBBBAwFQBbbJw3L9wD3+DmGmfJ/aZa53JzeXVcLh5Vqxp0PKq3xctFpN+dzC1Rr2giqCorW3r2u2w1rvoZdWr+FoeexuYencxLwQQQKAcAq+en5+VVyoSqTfr3N9d1kVqdOe22BG+8MWuZ6TehW6+OY21zmQYdQeWO8Lq25GW8qRXgRUtIOaSuMHd3k9v5eDul9N2+LVX0t4GMb0ul8ss6/Lu3bssl3MtAgjoI/Dx40d9iil7JbVaLXYKuuwL27aIKcuqX9rt0Xjjs8PD7CfjUfP8zXZn/gjWSaM5nX+VfYqWwcnW205ze5jtS3aV0uy8dR/o1t+cN8OvG6fWbO7tDK29DTZ7FguW5TjMjNYIIKCxQJZfBSmuFRIprjr6JTmVsWudNcnCZuPkiHfidND1npH2Rqs02up/MZ8dd9gjzoCuEEAAAQQKFNAkC/2dmvhobT7LPnvxjDI85GPR+KPeOA2HzT4mPSCAAAIIlFZAkyy0/Aejiy9P0/ZZpvdHW2ftkeO9tCI+BZSvsuw6oi0fxDszHAgggAAC1RTQJQvb1lg+1Ow+nd9n/asUrevbU+8hqXgd5mbntlCs96rluOF/Xig/8Fu9R1rNe4JZI4AAAlUT0OI9UvXo4Wur6ks5TgW2bR+nI3pBAAHVAo7jFFmCeIl918uWBpdRtiz0/tLC5oI0vb8uceAR7StBD8cc+sBKD29OFh5uxhUIaCpAFhawMGXLwgJIjBiCLDRiGZkEAlKALCzgPtDl88ICpsoQCCCAAAIIxAqQhdwYCCCAAAJVFyALq34HMH8EEEAAAbKQewABBBBAoOoCZGHV7wDmjwACCCBAFnIPIIAAAghUXYAsrPodwPwRQAABBMhC7gEEEEAAgaoLkIVVvwOYPwIIIIAAWcg9gAACCCBQdQGysOp3APNHAAEEECALuQcQQAABBKouQBZW/Q5g/ggggAACZCH3AAIIIIBA1QXIwqrfAcwfAQQQQIAs5B5AAAEEEKi6AP+Wr5l3wHK5rNVqyudGGRtLAEgUBA1ujxd+RxV8e7AvVJ4XFIAAAgggoFiALFS8AAyPAAIIIKBcgCxUvgQUgAACCCCgWIAsVLwADI8AAgggoFyAd2eUL0EuBdi2nUu/dIqAuQKO46idXMFvi+yabDXLYF+o9uZndAQQQAAB9QJkofo1oAIEEEAAAbUCZKFaf0ZHAAEEEFAvQBaqXwMqQAABBBBQK0AWqvVndAQQQAAB9QJkofo1oAIEEEAAAbUCZKFaf0ZHAAEEEFAvQBaqXwMqQAABBBBQK0AWqvVndAQQQAAB9QJkofo1oAIEEEAAAbUCZKFaf0ZHAAEEEFAvQBaqXwMqQAABBBBQK0AWqvVndAQQQAAB9QJkofo1oAIEEEAAAbUCZKFaf0ZHAAEEEFAvQBaqXwMqQAABBBBQK0AWqvVndAQQQAAB9QJkofo1oAIEEEAAAbUCZKFaf0ZHAAEEEFAvQBaqXwMqQAABBBBQK0AWqvVndAQQQAAB9QLmZuFieHXRn6QQnvQvwiNFB6nHTVEqlyCAAAIIHEPA3CysX949XrcONRJB2LNuH73jvjPrXQ0Xh/ZBewQQQACBcgnolIWrDVm4HROn+kOxwZNHNJXCptGNW3jSbbm2P4trHzPcYuiM2rdhgtYvbzrW05cgDLc6EUNcDYfBNtItZdLvDqbWqOdvSV+uM8Wus1x3F9UigAAC5RB49fz8rEelIjbGZ+5OTkRMd267X8pt2qjZub+7rPs7Nv+s05DnIi3XLxLfvrE+RHrZah83XKSPbRNxwWYnsv3AcquTlcaN4Z1bfded0vbJ7eGWy2WWdXn37l2Wy7kWgQoKfPz4sYKzrtqUa7Va7JS1ykI/IyKFRgJQRuQH68ZLxbBlEGnbMbY6E9c+mk7heOEIMVT7Bg2HWxvXT/dIAq4yOBqLR78dbds+ep90iIDZAo7jqJ2g+BPwrt/URRZWzTL0eUbaur4/f+p6b61EH4c2GyfebVBvnE7nX72vpwO/ZW9kzebeQ8ywYcxds91+x3DhCPIR60YxcYO+cIcu5rPVd08aTfc/Yk8WeZszFgIIIIDAloA+WSjCTrzt4h63p4MP26+siBgJ464dvN4iWstnkG4+BkEZs8xx7beHq785b47G3run/ndv26ve4jp54ZYS2b367tf51Os27iT3JQIIIICAUgFtslA8O4x/ZXM6eHDTafIwsM7fyNhrnbVHjpeV4VXRGNv8Ww1x7eOHq1/a7VH01dHJeOQvT1wne1Yuesl41NwuPjyp9BZgcAQQQKDyAvp8Xui9J+MtiNiBeS9zyk/prLY1GoldlfcKjdcgbLv7pLV6Aye2fdxwbt/uGzHeLi5SSdyg0Q8pV19713tTCAcJZxTtJ3ryyHcinxceGZTuKiDA54XeIlfz80KNsjDuZy36xkoFfhaPN0Wy8HiW9FQVAbKwylmozTPSqvy4MU8EEEAAAe0ENM/C1nX4aox2dBSEAAIIIGCIgOZZaIgy00AAAQQQ0FmALNR5dagNAQQQQKAIAbKwCGXGQAABBBDQWYAs1Hl1qA0BBBBAoAgBsrAIZcZAAAEEENBZgCzUeXWoDQEEEECgCAGysAhlxkAAAQQQ0FmALNR5dagNAQQQQKAIAbKwCGXGQAABBBDQWYAs1Hl1qA0BBBBAoAgBsrAIZcZAAAEEENBZgCzUeXWoDQEEEECgCAGysAhlxkAAAQQQ0FmALNR5dagNAQQQQKAIAbKwCGXGQAABBBDQWUDzf9deZzqta1sul7VaTXmJlLGxBIBEQdDg9njhd1TBtwf7QuV5QQEIIIAAAooFyELFC8DwCCCAAALKBchC5UtAAQgggAACigXIQsULwPAIIIAAAsoFyELlS0ABCCCAAAKKBXiPVPEC5DS8bds59ax/t47jbBRZ8AtpLxBpUgllRNdIEw1RkiaVVLMM9oX6/26nQgQQQACBfAXIwnx96R0BBBBAQH8BslD/NaJCBBBAAIF8BcjCfH3pHQEEEEBAfwGyUP81okIEEEAAgXwFyMJ8fekdAQQQQEB/AbJQ/zWiQgQQQACBfAXIwnx96R0BBBBAQH8BslD/NaJCBBBAAIF8BcjCfH3pHQEEEEBAfwGyUP81okIEEEAAgXwFyMJ8fekdAQQQQEB/AbJQ/zWiQgQQQACBfAXIwnx96R0BBBBAQH8BslD/NaJCBBBAAIF8BcjCfH3pHQEEEEBAfwGyUP81okIEEEAAgXwFyMJ8fekdAQQQQEB/AbJQ/zWiQgQQQACBfAXIwnx96R0BBBBAQH+B42bhYnh1IY6rfv/qoj8Rs5cn3C/yPo41UNjPsTrMe+L0jwACCCCQWeCoWbj48jRt3z4+3r1t+IXVL+8er1uZq6QDBBBAAAEE8hM4YhZO+t3B1Br1Lq6GX4OCV7urSf+iP/S2jaLBwmsQe9I77x3BnlL04242V2deIom9fDjc7DQykOxcVBVOwR93HHPJ9sCyuLB3Obdg/GCeexvkt770jAACCCCwX+DV8/Pz/lYJW4jf+d25LTaC21/IfOiNmp37u8u6/NK6lfvF2JPyrNOQDcNu5LPW7uDUvSb+WDXdebnlDr76thu53kBuITP5fSs6hcH2JXGjR4pzv5R7Y1FobPXxDWJ6XS6XCdVjm7179y7L5aW+9uPHj6Wun+IRQCA/gVqtFtt5oVnoBaD7KeIH62YtFddP+gnlptX4LBquu4RWwbMKuPjL11q6ncs+g5LWstDNde+bXsbvzGFvOtGpeZvOMNNfbnD8dbdt+/idlqRHx3E2KhV/sNj1A1DwnDSphDKi666JhihJk0qqWcYRn5Hu/a3SbJx4beqN0+ncf44ae3I66HrPSHsjazb3H6ju7T9skOzyxXwWDp68b1oigAACCBgnUGQWhnixKRQ9KV/ACQ5vv3XQkezyaCIf1D2NEUAAAQTMEigyC6eDB/evV0weBtb5Gz/htk+2ztojx3u7RjxlDN+zSeqe/PJoywfx2g8HAggggEA1BYrMwmbbctwHn7POTbjZiznZur499R6SrrVMukDJL1+1HDc6Tbf/+pvzpngVtpC/E5l0QrRDAAEEEMhX4KjvzrxUavSVlrBd7Ml8Jxzf+563Y1SUlG1M3p2J+mnyLoAoSZNKKIPb44VfMNW8PYrcF2b77e5d7f8v2/h//TD4fwc/SN3sq/t0fr/vfxPgmEMfg4I+EEAAAQSOJFDYvvBI9dJNMgH2hfzBnz/4J/tZ0WWzzmODjfUqeHtatn1hwrubZggggAACCCQWIAsTU9EQAQQQQMBQAbLQ0IVlWggggAACiQXIwsRUNEQAAQQQMFSALDR0YZkWAggggEBiAbIwMRUNEUAAAQQMFSALDV1YpoUAAgggkFiALExMRUMEEEAAAUMFyEJDF5ZpIYAAAggkFiALE1PREAEEEEDAUAGy0NCFZVoIIIAAAokFyMLEVDREAAEEEDBUgCw0dGGZFgIIIIBAYgGyMDEVDRFAAAEEDBUgCw1dWKaFAAIIIJBYgCxMTEVDBBBAAAFDBfi3fM1c2IL/GcxdiJSxIQNIFAQNbo8Xfv8WfHuwLzQzC5kVAggggEByAbIwuRUtEUAAAQTMFCALzVxXZoUAAgggkFyALExuRUsEEEAAATMFyEIz15VZIYAAAggkFyALk1vREgEEEEDATAGy0Mx1ZVYIIIAAAskF+PuFya1oiQACCCBgpgD7QjPXlVkhgAACCCQXIAuTW9ESAQQQQMBMAbLQzHVlVggggAACyQXIwuRWtEQAAQQQMFOALDRzXZkVAggggEByAbIwuRUtEUAAAQTMFCALzVxXZoUAAgggkFyALExuRUsEEEAAATMFyELD1nXSv3CPq+HCsJmlns5ieHXRn6S+3KQLJYV/IGIFPysX3B5rN3lFf2DIQsN+1fWs20dx3J8/dfltJ9ZW/L7rDqYmLXL6uUz63afze3l7PN53Zr1q/3FJ/ML3f1ZcDH5YgvtqMfxQzR8YsjD9rxb9rvw6n7bPWrKu+pvz5mhc8c2Q/HN/b9a57TT1WyoFFU3Go7Z9WXdHrl/a7en8q4IqdBmyfnn3eO3+rPDDElkTkYRPp+1K/sCQhbr8bB6hjsV81myceB3VG6fWbF7t56Sta7EDurv0RY4AXO4uBIf/y1/ul8ej8F4p97SyV7/48hT8GTJ7Z6XuQSbh+c3bRqknkbZ4sjCtnIbXiW2hhlVRknYC8vngrHPj7xG1K6/AgtwPULsDq/PW2yJW+vCSsLJ3BVlo0N1/0qjksw2DVrCIqchPUMXHhneV/Z0XRZZPSsVhz7vV/vRUmFQ8CS2LLCzi109BY4jnouFnQOJ5qXXa8D4c4kDAE5DbIPnGCEG4fke0zir+6am4NcSD4umgK98yli+bjXqVexWdLDTp16TYGI4c9y9T8BGISet6nLmIIOwOTm8jHxoep99y9iK2x6utIJ+eirep3B2y95Jx02pX7w9M/Fu+5fxJ3lm1+BHvjcR3mx2egvlIMgPmduUjwI3CtQ+Uxe+71cs0hv0cJJhOBISflqhXRX9gyMIEPzQ0QQABBBAwWoBnpEYvL5NDAAEEEEggQBYmQKIJAggggIDRAmSh0cvL5BBAAAEEEgiQhQmQaIIAAgggYLQAWWj08jI5BBBAAIEEAmRhAiSaIFA6gd/u/vjqj3e/FVj3b58/FzlcgTNjqCoIkIVVWGXmiEDOAiJ6X//435wHoXsE8hMgC/OzpWcEEEAAgXIIkIXlWCeqRCClgPew9LP4v/4hn5zKk/7xw2e3Y6/Z3Q+RRuGA26299j/chd28fj+2xu9fB49lI1eIDv1ntVuV+EMHw68X5I0e7SjSPKUFlyGwU4As5OZAwHiB8fsfrX88y+PXn85kZP159Z+fvgszZvz+vfWz18p6/3oVkq/f/8E9Lc7/8t2rVSR9ev+fv7rn3X6ts59+ff731TeW9fmH8Ap/xL95gWuJvIxUEgwtH7AGQ/z8/aqg6Hl37GI/ADX+tmCCUQGykPsBAfMFvv+rzChxfPP/b88sa/0/f/lv8M7L9z///Vu31dU/fjr79KN89ebz396Pg9Pi/F+/tz79Mwg26/s/uc03jt9e/+X52esoGDEyxFol7vnf/vUwPvvpL94F3/49vHZtaHfs8fswVM1fM2ZYrABZWKw3oyGgQODs96+jo278Z/ityPlvfvcHa/yfX91vRZu//v2ZFQbbjn6++Ubm7ufgcat8fBo3RHju1/+MrT/8zsvqyPHbf3+xrE/fBc9yX7367pO1GluBIkMaLUAWGr28TA4BBQJuDH73i3hkGjw+TVuEfOy6drjPYDkQOL4AWXh8U3pEoJwCwUZQVC83ZcET0PHDv8K/OLhjD7c238///BR+dCi+IS958Vjba65aulvTyNDlNKXqsgiQhWVZKepEIHeB1cssfxafErofBn77F/m2jf8x3W93P36K/5Aw+kxVXBVmmHj9RT7afPGQn2FGhhBvuHqv53hD/zn4HwyQu01ensn9HqjsAGRhZZeeiSOwIXD200+W+/mc+1an//bLN1f/dl8f3Ty/ce23fxJv1YhWIsa+/fvP4i2X194VD29//fn78KPHePJdQ7jnxRut3keG8qErj0i5afMS4N/yzUuWfhEok4D8+wsitwibMi0atR5RgH3hETHpCgEEEECglAJkYSmXjaIRQAABBI4owDPSI2LSFQIIIIBAKQXYF5Zy2SgaAQQQQOCIAmThETHpCgEEEECglAJkYSmXjaIRQAABBI4oQBYeEZOuEEAAAQRKKUAWlnLZKBoBBBBA4IgCZOERMekKAQQQQKCUAv8DpC1BJ6x5yS8AAAAASUVORK5CYII=)

## Besonderheit 1: VIP bei Regularisierung

* Wenn man einen VIP anfordert für ein **LASSO model**, kann es durchaus passieren, dass plötzlich Prädiktor eine besondere Wichtigkeit hat, der aber im Modell auf 0 geshrinkt worden war! Ich hatte sogar einen Fall, wo der wichtigste Prädiktor im VIP ein 0-geshrinkter Parameter war.
* Analog können die Regressionseffekte der nicht-geshrinkten Prädiktoren ein anderes Ranking haben als das Ranking im VIP!
* Das liegt daran, dass die VIP Funktion anders vorgeht: So werden zur Analyse der Wichtigkeit eines Prädiktors die Reihenfolge der Werte der Fälle „durcheinandergebracht“ und die Auswirkung dieses kleinen Experiments auf den prediction error beobachtet. Ist sie gering, ist der Prädiktor anscheinende nicht wichtig (siehe kurzes Video [hier](https://www.youtube.com/watch?v=_Mv9kIHiTkc&ab_channel=CynthiaRudin)).

## Bsonderheit 2: VIP bei random forests

* Wenn man ein random forest model hat (siehe im entsprechenen applications-Kapitel), muss man bei set\_engine(ranger, importance = TRUE) nennen. Nachteil ist aber, dass dieses zusätzliche Argument das ganze Training extrem verlangsamt (v.a. beim tuning, siehe Kapitel 5). Wenn man das tun möchte, kann eine Alternative sein, es erst mal ohne das importance Argument zu machen und am Ende die model spec mit dieser importance-Anforderung nur für das Gewinner-Modell zu machen. Dies macht Julia Silge hier in einem [Video](https://www.youtube.com/watch?v=BgWCuyrwD1s&t=971s&ab_channel=JuliaSilge) bei 30:00.
* Im oben verlinkten kurze Erklär-Video über die VIP wird auch die Besonderheit der VIP-Funktion bei random forests erklärt

# Out-of-Sample Prediction

* Wenn die gesamte Fitting-Prozedur inkl. CV und Test-Evaluation erfolgreich durchlaufen wurde, fragt sich, wie man das Modell auf völlig neue Daten anwenden kann („model deployment“). Es gab schon einige Beispiele im Skript, in denen die predict-Funktion verwendet wurde. Hier wird sie final noch mal auf den gesamten Datensatz angewendet.
* Der [Blog](https://www.rebeccabarter.com/blog/2020-03-25_machine_learning/)-Post von Rebecca Barker enthält am Ende einen [Teil](https://www.rebeccabarter.com/blog/2020-03-25_machine_learning/#fitting-and-using-your-final-model), wo sie dies nach einem random forest model macht. Hier der [code](https://github.com/IcarusAE/BusinessAnalytics/blob/main/Rscripts/RebeccaBarker.R), den ich etwas angepasst habe.
* Dazu wird am Ende die fit()-Funktion nochmal auf die **gesamten Daten** (d.h. Training Set + Test Set) angewendet
* Dies resultiert in einem neuen workflow-Objekt

final\_model <- fit(final\_rf\_wf, diabetes\_clean)

Hier ist final\_rf\_wf der finalisierte workflow und diabetes\_clean die gesamten Daten

══ Workflow [trained] ══════════════════════════════════════════════════════

Preprocessor: Recipe

Model: rand\_forest()

── Preprocessor ────────────────────────────────────────────────────────────

2 Recipe Steps

• step\_normalize()

• step\_impute\_knn()

── Model ───────────────────────────────────────────────────────────────────

Ranger result

Call:

ranger::ranger(x = maybe\_data\_frame(x), y = y, mtry = min\_cols(~4, x), importance = ~"impurity", num.threads = 1, verbose = FALSE, seed = sample.int(10^5, 1), probability = TRUE)

Type: Probability estimation

Number of trees: 500

Sample size: 768

Number of independent variables: 8

Mtry: 4

Target node size: 10

Variable importance mode: impurity

Splitrule: gini

OOB prediction error (Brier s.): 0.1595594

* Nun können mittels der üblichen predict() Funktion neue Daten (oder simulierte Szenarien) vorhergsagt werden—Grundlage ist der final-model worfklow.
* Hier mal ein simulierter einzelner Fall

new\_woman <- tribble(~pregnant, ~glucose, ~pressure, ~triceps, ~insulin,

~mass, ~pedigree,~age,

2, 95, 70, 31, 102, 28.2, 0.67, 25,

2, 195, 60, 21, 92, 42.2, 0.90, 54)

# A tibble: 2 × 8

pregnant glucose pressure triceps insulin mass pedigree age

<dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl>

1 2 95 70 31 102 28.2 0.67 25

2 2 195 60 21 92 42.2 0.9 54

Hier mal 2 exemplarische Fälle. Eine junge Frau mit niedrigem Glucose-Level und eine ältere mit hohem level.

* Nun wird die wahrschleinlichste Klass durch die neuen X-Variablen vorhergesagt und die predicted class mittels bind\_cols() an die Daten anflanschen (geht natürlich genauso bei Tausenden von neuen Daten)

predict(final\_model, new\_data = new\_woman) %>%

bind\_cols(new\_woman)

# A tibble: 2 × 9

**.pred\_class** pregnant glucose pressure triceps insulin mass pedigree age

<fct> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl>

**neg** 2 95 70 31 102 28.2 0.67 25

**pos** 2 195 60 21 92 42.2 0.9 54

Ergebnis: Für die erste negative Vorhersage, für die zweite positive

* Wichtig: Wichtig ist, dass das Spaltenformat der neuen Daten und die Variablennamen identisch zu dem Trainingsdaten sind. Wenn also bei neuen Datensätzen nicht alle Variablen vorkommen/erhoben wurden, macht das nichts, solange es eine Variable in diesem Datensatz gibt, die so heißt wie die ursprüngliche. Deren Einträge können ruhig NA sein.

Allerdings: Wenn zentrale, hoch-prädiktive Variablen fehlen, kann daraus eine falsche Vorhersage resulitieren. Dann sollte man in jedem Fall imputieren.

# Time Series Forecasting

* Forecasting funktioniert nich direkt innerhalb des tidymodels framework, sein entsprechendes „tidy“ framework heißt modeltime und entspricht in der Philosophie daher dem tidymodels-framework. Auch wenn viele der Prozesschritte daher anders sind, sind andere und die generelle Logik die Gleiche
* **Ressourcen**
  + Modeltime Website: <https://business-science.github.io/modeltime/>
  + Video vom Paket-Herrsteller: <https://www.youtube.com/watch?v=-bCelif-ENY>
  + <https://www.youtube.com/watch?v=iS2MKDUuVKY>
  + <https://www.youtube.com/watch?v=6RjYIOCnRMk>
  + <https://www.youtube.com/watch?v=1pNA0GzILRw>
* <https://www.r-bloggers.com/2020/06/introducing-modeltime-tidy-time-series-forecasting-using-tidymodels/>

# Zusammenfassung

**(1) Split the data**

set.seed(123)

jsat\_split = initial\_split(jsat\_data, prop=.7)

jsat\_train = training(jsat\_split)

jsat\_test = testing(jsat\_split)

set.seed(345)

jsat\_cv = vfold\_cv(jsat\_train, v = 10)

svm\_spec <- **#Nonlinear SVM**

svm\_rbf(cost = tune(), rbf\_sigma = tune()) %>%

set\_mode("classification") %>%

set\_engine("kernlab")

xgb\_spec <- **#XG Boost**

boost\_tree() %>%

set\_engine("xgboost") %>%

set\_mode("classification")

**(3) Specify the Model**

lm\_spec <- **#Linear Regression**

linear\_reg() %>%

set\_engine("lm")

log\_spec <- **#Logistic Regression**

logistic\_reg() %>%

set\_engine(engine = "glm") %>%

set\_mode("classification")

rf\_spec <- **#Random Forest**

rand\_forest() %>%

set\_engine("ranger", importance = "impurity") %>%

set\_mode("classification")

knn\_spec <- **#K nearest neighbor**

nearest\_neighbor() %>%

set\_engine("kknn") %>%

set\_mode("classification")

nb\_spec <- **#Naive Bayes**

naive\_Bayes() %>%

set\_engine("naivebayes")%>%

set\_mode("classification")

svm\_spec <- **#Linear SVM**

svm\_linear() %>%

set\_mode("classification") %>%

set\_engine("LiblineaR")

**(10) Evaluate model (Test Set)**

knn\_testfit %>% collect\_metrics()

**(9) Fit the Best Model on the Test Set**

xxx\_testfit <- final\_jsat\_wf %>%

last\_fit(jsat\_split)

**(8) Finalize Workflow**

final\_jsat\_wf <- jsat\_wf %>%

finalize\_workflow(select\_best(xxx\_rs, metric="accuracy"))

**(7) Evaluate model (Assessment Set)**

xxx\_rs %>% collect\_metrics()

**(6) Fit the Data / tune HPs**

xxx\_rs <- tune\_grid(

jsat\_wf,

resamples = jsat\_cv,

grid = xxx\_exp\_grid,

control = control\_resamples(save\_pred = TRUE, verbose=TRUE)

)

**(5) Generate Tuning Grid**

xxx\_grid = expand.grid(<HP name> = <Bereich an Werten)

**(4) Add to Workflow**

jsat\_wf <- workflow()%>%

add\_recipe(jsat\_rec) %>%

add\_model(xxx\_spec)

**(2) Create the Recipe**

jsat\_rec = recipe(job\_satisfaction ~ ., data= jsat\_train) %>%

step\_normalize(all\_numeric\_predictors()) %>%

step\_dummy(all\_nominal\_predictors()) %>%

themis::step\_smote(job\_satisfaction)